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Survey

(1) What is embodied and situated cognition 
and in which sense may we move it “upward”

(2) What is Dynamic Field Theory (DFT) and 
how does it generate cognitive function? 

(3) What kind of embodied cognition emerges 
from DFT?



(1) What is embodied and 
situated cognition and in which 
sense may we move it “upward”



playing soccer
see and recognize the ball and the 
other players

select target, track it as well as the 
other players, all the while controlling 
gaze

use working memory when players are 
out of view to predict where you need 
to look to update

control own motion, initiate and 
control kick

any time open to update

get better at it 

background knowledge: goal of game, 
rules, how hard is the ball, how fast are 
players 



repairing a toaster

visual exploration, recognizing screws, while keeping 
track of spatial arrangement of screws on the 
toaster (visual cognition, coordinate frames)

finding tools, applying them to remembered 
locations, updated by current pose of toaster 
(working memory, scene represenation)

manipulating cover, taking it off, recognizing spring, 
re-attaching it (goal-directed action plan)

mounting cover back on, generating the correct 
action sequence (sequence generation) 

background knowledge: cover, screws, how hard to 
turn screw-driver 

[image: mystery fandom theater 3000]



=> some elements of 
embodied, situated cognition

active perception for a purpose

perceptual objects grounded in space (Barsalou)

using the world as a model, which requires memory 
and coordinate transforms 

and requires representations close to the sensory 
and motor surfaces, enabling continuous on-line 
updating

behavioral history, learning 

back-ground knowledge (Searle)



contrast to classical view of cognition

cognition operates on symbols that are 
encapsulated and arbitrary, invariant under the 
sensory conditions through which they were 
instantiated ... 

.... very different concepts 



information processing view

is like focussing only on penalty shooting: 

given input information and priors 

compute decision to kick left or right 

initiate when computed to satisfaction... 

this is wrong even for penalty shooting

in which player updates plan as he runs

and motor control at kick matters greatly



low-level vs. high-level cognition

the distance of a representation from the 
sensory or motor surfaces as a measure for 
how "high-level" a particular act of cognition is

this distance is indexed by the degree of 
invariance under changes on these two 
surfaces

e.g., long-term memory “higher” than working memory

e.g., thinking and language “higher” than reaching for an 
object 



hypothesis of embodiment

the same principles that govern low-level 
cognition continue to work as the distance 
from the sensory-motor surfaces increases... 



the embodiment/situatedness program

understanding cognition cannot be separated 
from understanding 

the link of cognition to sensory and motor surfaces, 

the immersion of embodied cognitive systems in real-time in 
structured environments, and 

the context of a behavioral history on which cognition builds 

understanding of cognition must be based on 
neural principles 



neuronal principles

the neural process of cognition are time 
continuous and autonomous, not paced by 
computational steps

neurons code information somewhat rigidly as 
defined by their connectivity to sensory and 
motor surfaces

neurons send only simple messages



which neural level of description?

not: discrete individual neurons

no evidence the graininess of neural sampling in human 
behavior and cognition 

 => population level

single cells may represent populations due to the tight 
coupling within population ensembles that induces 
correlations

recall: 10^4 synapses per cortical neuron, many parameters 
represented in any given population... 

=> no need for redundancy to define population level



which neural level of description?

not: spikes

no behavioral signature exists of the discreteness of 
neuronal events 

=> population dynamics: DFT 



Dynamic Field Theory as an interface

between the microscopic neuronal dynamics

and embodied cognition and behavior, including 
“higher-level” cognition



(2) What is Dynamic Field Theory 
(DFT) and how does it generate 

cognitive function?

activation fields over metric dimensions

field dynamics

peaks as stable states (attractors)

instabilities generate different cognitive modes and functions 

memory traces

generate small changes which the instabilities of the field 
dynamics translate into macroscopic states



activation fields

e.g., space, movement 
parameters, feature 
dimensions, viewing 

parameters, ...

dimension

activation
field

metric contents

information, probability, certainty

dimension

activation
field

specified value

dimension

activation
field

no value specified



example: movement planning

Bastian, Riehle, Schöner, 2003

movement

direction



tuning of cells in motor and premotor cortex to 
direction of end-effector movement path



Distribution of Population Activation 
(DPA)

precue

response

signal

PS
250

500
750

RS

4
5

6
1

2
3

0

0.5

1

time [ms]

movement 
direction

a
c
ti
v
a
ti
o
n

complete

precue

[Bastian, Riehle, Schöner, 2003]

0 60 120 180 240 300 360

a
c
ti
v
a

ti
o

n

movement direction 

required in this trial

movement direction

Distribution of population activation =

tuning curve * current firing rate
neurons

[after Bastian, Riehle, Schöner, submitted]



look at temporal 
evolution of DPA

or DPAs in new 
conditions, here: 
DPA reflects prior 
information 
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example: visual space

in cat visual 
cortex A17 
build DPA 
from receptive 
field profiles

the potentially high-dimensional space of visual stimulus at-
tributes. The second step consisted of projecting the neural re-
sponses to “composite” stimuli assembled from two squares of
light at varied separations (Fig. 1B) onto this subspace by ana-
lyzing DPAs weighted with the responses to composite stimuli.
Distance-dependent deviations of the DPAs from the superposi-
tion of the corresponding elementary components reveal insight
into interaction processes within the representation of retinal
location at the population level. Such interaction may arise from
recurrent connectivity within the cortical area as well as from
recurrence within the network providing the sensory input. A
neural field model explicates how such mechanisms contribute to
the evolution of cortical activation within ensembles of neurons.

MATERIALS AND METHODS
Experimental setup
Animals and preparation. Electrophysiological recordings from a total of
178 cells were made extracellularly in the foveal representation of area 17
in 20 adult cats of both sexes. Animals were initially anesthetized with
Ketanest (15 mg/kg body weight, i.m.; Parke-Davis, Courbevoie, France)
and Rompun (1 mg/kg, i.m.; Bayer, Wuppertal, Germany). Additionally,
atropin (0.1 mg/kg, s.c.; Braun) was given. After intubation with an
endotracheal tube, animals were fixated in a stereotactic frame. During
surgery and recording, anesthesia was maintained by artificial respiration
with a mixture of 75% N2O and 25% O2 and by application of sodium
pentobarbital (Nembutal, 3 mg ! kg !1 ! hr !1, i.v.; Ceva). Treatment of all
animals was within the regulations of the National Institution of Health
Guide and Care for Use of Laboratory Animals (1987). Animals were
paralyzed by continuous infusions of gallamine triethiodide (2 mg/kg, i.v.
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Figure 1. A, Schematic illustration of the elementary stimuli (squares of light, 0.4 " 0.4°) presented at seven horizontally shifted positions within the
foveal representation of the visual field. B, Composite stimuli were assembled from combinations of the elementary stimuli and were presented at six
different separation distances of 0.4–2.4°. The left stimulus component was kept at a fixed nasal position. C, I llustration of the noncentered field
approach. Stimuli, indicated by the small gray square, were presented independent of the locations of the RFs of the measured neurons (schematically
illustrated by gray ellipses). The frame with the cross-hair illustrates the analyzed portion of the visual space (2.8 " 2.0). D–F, I llustration of the Gaussian
interpolation method to construct the DPA. D1, The grid of stimuli used (36 circles, each 0.64° in diameter) to measure the RF profile of each neuron
was centered on the hand-plotted RF (response plane technique). D2, The RF profile constructed from responses to this stimulus grid was smoothed (D3)
with a Gaussian filter (width, 0.64°). The RF center was determined as the location of the centroid of this smoothed RF profile. D4, The contribution
of each cell to the population representations was always centered on this location and was weighted with the current firing rate of the neuron, illustrated
as vertical bars of varying length. This weighting factor was normalized to the maximal firing rate of each neuron. E, The DPA was obtained by Gaussian
interpolation (width, 0.6°) of the weighted firing rates and by a subsequent convolution with an unweighted Gaussian (width, 0.64°). F, View of the
distribution of population activation using gray levels to indicate activation. The location of the stimulus is indicated by the small square outlined in black
together with the stimulus frame. In a second approach, one-dimensional DPAs were derived by means of an OLE; see Materials and Methods and
Figure 2C.
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Ûij
sup!sk , t" ! Ûi !sk , t" " Ûj !sk , t" (7)

of the time-resolved DPAs for two elementary stimuli si and sj with the
time-resolved DPAs of composite stimuli

Ûij
meas!sk , t" ! !

n#1

N

cn!sk" fn!si , sj , t". (8)

Ûij
meas (sk , t) is the extrapolated DPA that is based on replacing the rate

fn(si) in Equation 2 by the firing rates fn(si , sj , t) that are observed in
response to the corresponding composite stimulus.

RESULTS
Experimental results
Distributions of population activation of elementary stimuli
We constructed DPAs in response to a set of small squares of light
that only differ in their position along a virtual horizontal line and
that we termed elementary stimuli. The DPAs were defined in
visual space and were based on single cell responses from 178
neurons recorded in the foveal representation of cat area 17. To
obtain DPAs, we made use of two different approaches: (1) in a
two-dimensional Gaussian interpolation procedure, the RF cen-

ters were weighted with the normalized firing rate of each neuron
(Fig. 1D–F). Corresponding to the average RF profile of all
neurons recorded (compare Fig. 2A), the width of the Gaussian
was chosen uniformly to 0.6°; and (2) in addition, based on the
assumption that the representation of visual location can be
considered as a function of activation in parameter space, we
minimized the error for reconstructing one-dimensional distribu-
tions using the OLE procedure. This method is optimal in the
sense that it extracts the available information from the firing
rates under the condition of a least square fit.

As a reference, we calculated DPAs in the time interval be-
tween 40 and 65 msec after stimulus onset corresponding to the
peak responses in the PSTHs. Both approaches yielded equiva-
lent results. The DPAs were monomodal and centered onto each
respective visual field position. For each stimulus, Figure 2B
depicts the two-dimensional DPAs of all seven elementary stimuli
constructed by Gaussian interpolation. Figure 2C shows the OLE-
derived one-dimensional DPAs. The spatial arrangement of ac-
tivity within these distributions implies that neurons in primary
visual cortex contribute as an ensemble to the representation of
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Figure 2. A, Average RF, corresponding to the tuning for location, of all 178 recorded neurons. Based on the peak responses in the PSTHs (40–65 msec
after stimulus onset) each RF profile was smoothed by convolution with a Gaussian in two dimensions (width, 0.64°). RF centers were derived by
calculating the centroid of each profile (compare Fig. 1D3). For summation, the smoothed profiles were added with respect to their RF centers. The SD
was 0.6° (calculated for that part of the resulting average RF profile, which exceeded half of the maximal amplitude). This value of average RF width
matches the typical RF sizes found in area 17 of the cat (Orban, 1984). The vertical arrow indicates the spatial extension in terms of visual field
coordinates. B, Population representations of the elementary stimuli computed as two-dimensional DPAs over visual space after Gaussian interpolation
(compare Fig. 1). The construction was based on the activity of 178 neurons. DPAs were computed in the time interval between 40 and 65 msec after
stimulus onset corresponding to the peak responses in the PSTHs. The activation level is shown in a color scale normalized to maximal activation
separately for each stimulus (calibration bar at bottom right). Red indicates high levels of activation. The frame outlined in white depicts the area of the
visual field investigated as described in Figure 1C. In addition, the stimulus is shown as a square outlined in white. Note that for each stimulus the focal
zone of activation is approximately centered on the stimulus location. C, DPAs derived by means of an OLE for all seven elementary stimuli used. DPAs
were assumed as Gaussian profiles centered on each respective stimulus position. As in the interpolation procedure, neural activity was integrated
between 40 and 65 msec after stimulus onset. The width of the estimated Gaussian was chosen 0.6° to match the average RF width (tuning curve) of all
neurons measured (compare Fig. 2A). The maxima of the OLE-derived distributions were aligned accurately on the position of each stimulus.
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temporal evolution of DPA of retinal location

visual field location, although the RF of each neuron might be
broadly tuned to stimulus location.

For extrapolation, DPAs were obtained by replacing the neural
activity observed in other time intervals or in response to com-
posite stimuli.

Temporal evolution of the DPAs of elementary stimuli
The main emphasis of this study was to explore cortical interac-
tion processes. It appears conceivable that such processes can be
traced during the entire temporal structure of neuron responses
because of differences of time constants of excitatory and inhib-
itory contributions (Bringuier et al., 1999) and because of time-
delayed feedback (Dinse et al., 1990). Accordingly, as an impor-
tant prerequisite, time-resolved DPAs were constructed for a
number of subsequent time intervals after stimulus onset using
the firing rates within each time slice as weights. Figures 3 and 4

illustrate the temporal evolution of the DPAs from 30 to 80 msec
after stimulus onset for two selected elementary stimuli. There is
a remarkable spatial coherence of activity within the ensemble.
The gradual build-up and decay of activation were quite uniform
across the distributions of all elementary stimuli.

On average, the DPAs constructed by Gaussian interpolation
reached maximal level of activation 54 ! 4 msec after stimulus
onset as compared to 53 ! 5 msec for the OLE-derived DPAs
(see Fig. 9B). To quantitatively assess the accuracy with which the
DPAs represent the location of the elementary stimuli position
during the entire time course of responses analyzed (30–80
msec), we compared the position of the maximum of each DPA to
the respective stimulus position. Figure 5 plots these constructed
positions against the real stimulus positions. Results from both
reconstruction methods revealed that the DPAs represent stimu-

30 - 40 ms 40 - 50 ms 50 - 60 ms 60 - 70 ms 70 - 80 ms

0.4˚

Figure 3. Two-dimensional DPAs of adjacent elementary stimuli (top and bottom) derived by Gaussian interpolation. The DPAs were obtained for
consecutive intervals of 10 msec duration covering the period from 30 to 80 msec after stimulus onset. Same conventions as in Figure 2 B. Each example
was normalized separately. As for the OLE-derived DPAs (compare Fig. 4), the distributions grow and decay gradually, and their maximum is always
located near the position of the stimulus. Although the two stimuli are at neighboring locations, differences of the spatial representations are apparent
throughout the time course of the response. For all elementary stimuli, the average latency of maximal activation was 54 ! 4 msec.

30 - 40 ms 40 - 50 ms 50 - 60 ms 60 - 70 ms 70 - 80 ms

A

 a
c
ti
v
ia

ti
o

n
 [

%
]

B

[deg]

0 0.8 0 0.80 0.8 0 0.8 0 0.8

0 1.2 0 1.20 1.2 0 1.2 0 1.2

Figure 4. The temporal evolution of two OLE-derived DPAs of the same elementary stimuli (A, B, vertical lines indicate position) as shown in Figure
3. The DPAs are depicted in 10 msec time intervals covering the period from 30 to 80 msec. The distributions grow and decay, gradually reaching
maximum activity at 53 ! 5 msec (average of all seven elementary stimuli) after stimulus onset. The position of the maximum of each distribution closely
approximates the stimulus position of the elementary stimulus throughout the time course of the neural population response, yet less accurately in the
late time epoch.
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interaction betwen two stimulus locations

(30–45 msec) and a late (45–80 msec) epoch. For the early
period, we compared the population representation of composite
stimuli to the superpositions. Because we expect to find excitatory
interaction, this is a conservative comparison, because saturation
effects would tend to limit the responses. The solid line in Figure
10 shows the difference between the activation in response to the
composite stimuli and the activation in the superimposed re-
sponses expressed in percent of the latter. In this early response
epoch, there was more activation in the measured than in the
superimposed responses at all distances except the largest (2.4°).
This excess activation, which reached a maximum of 58% at a
stimulus distance of 1.6°, is evidence of distance-dependent exci-
tatory interaction during the build-up phase of the DPAs of
composite stimuli.

That the activation with composite stimuli exceeded even that
of the superpositions demonstrates that response saturation is not
the cause of the apparent inhibitory interactions observed in the

time-averaged analysis. Accordingly, the time-averaged inhibi-
tory effect (compare Figs. 6, 7) originates from the late response
epoch of 45–80 msec after stimulus onset. For this epoch, the
dashed line in Figure 10 shows the relative difference of responses
to composite as compared to elementary stimuli. At all stimulus
separations, the difference is negative, indicating inhibition below
the activation level for a single stimulus. This inhibition is slightly
stronger for larger stimulus separations, providing further evi-
dence for distance-dependent late inhibitory interaction. More-
over, it confirms that response saturation is not an explanation for
this inhibitory effect.

Spatial interaction: repulsion effect
The neural field model predicts (see next section) that inhibitory
interactions are dominant at larger distances, resulting in a re-
pulsion effect for the apparent position of two stimulus compo-
nents. We tested this prediction using the OLE-derived distribu-

0.4˚

Figure 6. The measured two-dimensional DPAs (top) of composite stimuli (from lef t to right, 0.4–2.4° separation) were compared to the superpositions
of the representations of their component elementary stimuli (bottom). The DPAs were based on spike activity of 178 cells averaged over the time interval
from 30 to 80 msec after stimulus onset. Same conventions as in Figure 2B, the color scale was normalized to peak activation separately for each column.
For small stimulus separation, note the remarkably reduced level of activation for the measured as compared to the superimposed responses. The bimodal
distribution recorded for the largest stimulus separation comes close to match the superposition. However, inhibitory interaction can still be observed.
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Figure 7. The OLE-derived DPAs for the composite stimuli as depicted in Figure 6. Solid lines mark the measured activations, and dashed lines show
the calculated superpositions (vertical lines mark stimulus positions). Peak activation was uniformly normalized. As demonstrated for the interpolated
two-dimensional DPAs, the level of measured activation was systematically reduced for smaller stimulus separations but approached linear superposition
for larger separations. The transition from monomodal to bimodal distributions was found between 1.2 and 1.6° separation. A slight asymmetry of the
amplitudes between the representations of the left and the right stimulus component was found for the measured as compared to the superimposed
distributions for stimulus separations of 1.2 and 1.6°.
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interaction

sigmoidal signal F(u). This factor prevents the asymptotic tran-
sient response to fall below resting level because only those sites
in the field that are sufficiently activated are susceptible to inhib-
itory interaction.

The parameter !, Equation 9, determines the overall time scale
of build-up and decay of the field activity and can be adjusted to
reproduce qualitatively the measured time course of population
activity changes. In the numerical studies, we have used the value
! ! 15. A fixed criterion (5% above resting level) was used to
define the response onset in the experiments. For the simulations,
the afferent transient stimulus S(x,t) at position x, applied for a
duration "t ! 25 msec, is a Gaussian profile characterized by its
strength, As, and width parameter, 2". The choice of " fixes the
spatial units relative to the experimental space scale. All range
parameters used in the model simulations were chosen as multi-
ples of " ! 5, which represents 0.2° in visual space.

If this transient external input creates enough excitation within
the field, the excitatory response develops a single spatial maxi-
mum located at the center, x, of the stimulated segment. This is
followed by a process of relaxation to the resting state driven by
increasing inhibition in the field. The activation level of this

resting state is a homogenous and stable solution of the model
dynamics, fixed by the parameter h # 0 (h ! $3 for the simula-
tions shown here).

Simulation results
Figure 9 compares the temporal evolution of population activa-
tion in the experiment (B) and in the model (C). Composite
stimuli with six spatial separations were used. The same normal-
ization procedures for the simulated data were applied as for the
experimental data. To further facilitate the comparison of theory
and experiment, a time interval of 25 msec before stimulus onset
was added, so that the field dynamics has relaxed to its resting
state. This time window accounts for the temporal delay between
the stimulus presentation and the cortical response in the
experiment.

Distance-dependent early excitation and late inhibition are
observed by comparing the temporal evolution of the field in
response to the single input at the nasal location. Note that in the
experiment, the limit case of two independent peaks not inter-
acting at all is not reached even at the largest probed distances
between the component stimuli. At that largest separation, an

A C

[ms][ms]

B

Figure 9. Time-resolved analysis of interaction effects based on integrals of DPAs in a 0.8° wide band around the location of the nasally positioned
elementary stimulus (A, vertical arrow). The different composite stimuli are shown in column A. Column B contrasts the OLE-derived DPAs to composite
stimuli (solid line) with the responses to the single nasally positioned elementary stimulus (dashed line). At small distances, the activation to composite
stimuli had a significantly smaller latency accompanied by an earlier onset of the decay of the population activity as compared to the elementary stimuli.
The late part of the responses to the composite stimuli was characterized by an overall inhibition. The arrow marks that peak activation in response to
the composite stimulus of largest separation is still below activity measured in the single stimulus condition. Column C displays results of simulations
of the dynamic neural field model scaled to match the experimental stimulus conditions. Parameter values used for this simulation are: Au ! 5.2, Av !
4, "u ! 15, "v ! 25, As ! 4, Bs ! 10, b ! 1, h ! $ 3, ! ! 15. The arrow marks that inhibition can still be seen at the largest probed distances between
the component stimuli.
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Distribution of Population 
Activation (DPA)

neurons are not localized within DPA! 

cortical neurons really are sensitive to many 
dimensions

motor: arm configuration, force direction

visual: many feature dimensions such as spatial frequency, 
orientation, direction... 

=> DPA is a projection from that high-
dimensional space onto a single dimension



the dynamics such 
activation fields is 
structured so that 

localized peaks 
emerge as attractor 
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illustration of DFT in 4 steps

1 layer Amari model

2 layer Amari model

3 layer model 

2 layer 2D model



Simplest model: 1 layer Amari
Amari equation

τ u̇(x, t) = −u(x, t) + h + S(x, t) +
∫

w(x− x′)σ(u(x′, t)) dx′

where

• time scale is τ

• resting level is h < 0

• input is S(x, t)

• interaction kernel is

w(x− x′) = wi + we exp

[

−(x− x′)2

2σ2
i

]

• sigmoidal nonlinearity is

σ(u) =
1

1 + exp[−β(u− u0)]

1



=> simulations



solutions and instabilities
input driven solution (sub-threshold) vs. self-
stabilized solution (peak, supra-threshold)

detection instability

reverse detection instability

selection

selection instability 

memory instability 

detection instability from boost



functional significance of instabilities

detection instability: stabilizes detection 
decisions

[figure: John Spencer]



stabilization against fluctuations in both 
amplitude and metric position of input: 
tracking

[figure: John Spencer]



tracking during occlusion of input

[figure: John Spencer]



selection instability stabilizes selection 
decisions



memory instability: stabilizes against long 
occlusions of input

[figure: John Spencer]



robotic demonstration of functional 
significance of sustained peaks

“young” robot: not sustained “old” robot: sustained

target target



boost-induced detection instability

transforms graded 
patterns, learned 
inhomogeneities 
into macroscopic 
decisions: 
categorical states! 



how does preshape arise?

from learning, e.g., a 
memory trace

or hebbian learning



preshaping fields through a 
memory trace of prior activation

Wilimzig, Schöner 2006



leads to categories

Wilimzig, Schöner 2006



habit formation stabilizes behavior

target



2 layer Amari fields

to comply with 
Dale’s law

and account for 
difference in time 
course of excitation 
(early) and inhibition  
(late)

_ +

+

excitatory
layer

inhibitory
layer

inhibitory
kernel

excitatory
kernel

[figure: Wilimzig, Schneider, Schöner, Neural Networks, 2006]



2 layer Amari model



=> simulations



solutions and instabilities

selection vs. multi-peak mode

capacity limit for sustained multi-peak solution



functional significance

multi-item working memory and tracking ...

[figure: John Spencer]



3 layer model

to accomodate separation between perceptual 
and memory function 

and to thus account for how memories arise 
from percepts, how percepts may detect 
change and update memories...



3 layer model
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3 layer model



=> simulations



solutions and instabilities

emergent working memory

change detection and updating of working memory  



2layer 2D field



=> simulations



functional significance: 
dimensional cuing

e.g., three inputs 
at three locations 
with three 
different colors

answer: “where is 
the red square”

color space



supply ridge input 
along the cued color 
dimension

dimensional cuing

color space
red



peak comes up 
where stimulus input 
and cue overlap

read out spatial 
location at which 
peak is located

dimensional cuing

color space read out 
spatial 

location
of red 
square



three colored objects 
including two red 
ones

answer: “where are 
the red ones”?

dimensional cuing

color space



same idea: cue at read 
through ridge input

dimensional cuing

color space
red



=> both red 
squares generate 
peaks

and their locations 
can be read out

dimensional cuing

color read out 
spatial 

locations
of red 

squares

space



functional significance: coordinate 
transformations

e.g., transform visual target from retinal 
representation to body-centered representation 
for reaching



coordinate transformations

2D field enables 
representation of 
associated retinal 
location and 
head position

=> project to 
extract body 
related location

retinal location
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coordinate transformations

peak in body 
relative 
coordinates 
tracks changes of 
head position

retinal location

lo
ca

ti
o
n
 r

el
at

iv
e 

to
 b

o
d
y

po
sit

io
n 
of

 h
ea

d 
re

lat
ive

 to
 b
od

y



coordinate transformations

use same 2D field to 
reciprocally estimate 
head position from 
retinal position and 
position relative to 
body (e.g., while 
holding object in 
hand)

retinal location
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coordinate transformations

or predict retinal 
position from location 
of object relative to 
body and head position

retinal location
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=> ongoing research project Sebasian Schneegans



(3) What kind of embodied 
cognition emerges from DFT?



DFT of spatial memory
space ship task of John Spencer lab



spatial memory

repulsion from perceptual 
boundaries, e.g., midline

zero delay

5 s delay

10 s delay

15 s delay

20 s delay

Results 6 years olds

Spencer, Hund, JEP:G (2002)

Fig. 2. (a) Diagram of the experimental table, Optotrak cameras, and feedback monitor (the monitor was
not used in Experiment 3). (b) Overhead view of the table top with a diagram of the target locations used
across experiments. Dotted line shows the midline category boundary.

442 J.P. Spencer, A.M. Hund / Cognitive Psychology 47 (2003) 432–480

Spencer, Hund, Cog. Psych. (2003)



Landmarks repel working memory

memory item
presented
and set in 
working 
memory

landmark 
represented 
perceptually

repulsion through 
inhibition from 

landmark
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change detection in space

= spatial 
discrimination 

first non-trivial 
prediction: 
discrimination 
is improved 
near perceptual 
boundaries 
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change detection in space

combine drift 
of working 
memory and 
change 
detection: 
predict 
interaction 
with 
presentation 
order

Simmering, Spencer, Schöner: Perc & Psychophysics (2006)



Change detection: space

confirmed 
experimentally

in the presence of drift (that is, at 25 
deg), discrimination is worse when 
the second stimulus is presented 
away from the landmark

Simmering, Spencer, Schöner: Cognitive Science 2006



change detection for color

Johnson, Spencer, Luck, Schöner, 2008



DFT model of change detection

Johnson, Spencer, Schöner, 2007

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Memory 

Display 

Test 

Display 

“Same” Trial 

Delay 

“Same” 
Peaks 

Delay 

“Different” Trial 

“Different” 

Peak 
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behavioral signatures of DFT

at close metric 
separation, there is less 
inhibition in perceptual 
layer, leading to reduced 
threshold for change 
detection for metrically 
close items! 

Johnson, Spencer, Luck, Schöner, 2008



Experimental confirmation

better change 
detection when 
items are 
metrically 
close!

true also for 
orientation 
discrimination

Johnson, Spencer, Luck, Schöner, 2008



DFT account for feature binding

use space as a way to link items (peaks) across 
different feature dimensions



DFT of feature binding
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Figure 9.  A DFT model of multi-feature binding through space. 

Johnson, Spencer, Schöner, 2007



sequence generation

exemplary sequence generation task: robot is 
shown a sequence of colors 

and must then search for objects of those 
colors in the order shown 

irrespective how long each step takes 



architecture

[Sandamirskaya, Schöner, 2008]



teaching the sequence

[Sandamirskaya, Schöner, 2008]



discrete times at which sequence 
advances emerge from instabalities

[Sandamirskaya, Schöner, 2008]



result: generating a sequence that 
takes variable amounts of time

[Sandamirskaya, Schöner, 2008]



different ways DFT can be used

DFT

DFT models for experiment: 
account for experimental
results

Experiment
neural
behavioral

Robotic 
demonstrations 
of DFT models

DFT approaches to 
technical 
autonomous 
robotics 

robotic 
demonstrations
of experimental
results



conclusion

embodiment/situatedness program: moving 
toward higher cognition using DFT

linked to the sensory and motor surfaces, but not 
dominated by inputs

sensitive to structured environments and behavioral history 
through simple learning mechanisms 


