
A combinatorial model for self-organizing networks

Yuri Dimitrov1, Carlo Giovine2∗, Gennaro Mango2∗, Mario Lauria3

1 Dept. of Mathematics 2Dip. di Informatica e Sistemistica
The Ohio State University, Columbus, OH Università di Napoli “Federico II”, Naples, Italy
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Abstract

In previous works we have proposed to use of self-
organization based on emergent design as a model for the
programming of very large aggregates of heterogeneous
computing resources. In our approach, a large scale com-
putation is divided into small independent units of compu-
tation, each provided with its own uniform, autonomous be-
havior; only local information is used by each unit of com-
putation to take all the decisions needed to carry out the
computation. One of the challenges of this novel approach
is to provide some theoretical foundation that can assist in
the rational design of new systems.

In this paper is to demonstrate the use of combinato-
rial techniques for obtaining quantitative analytical models
of the organization pattern emerging from a specific type
of self-organizing computation. Specifically, in a previous
experiment we have demonstrated a computation in which
mobile agents organize themselves around an overlay tree,
that constantly restructures itself in response to changing
node availability and performance levels. In this paper we
derive an analytical expression describing how nodes dis-
tribute themselves over the tree based on their performance,
in a simplified version of the above problem. This result
represents an instance of a theoretical tool that can be used
to predict global patterns emerging as a result of a self-
organizing design, and to establish a direct connection be-
tween global features and local behavior parameters.

1This work was performed while C. G. and G. M. were visiting Mario
Lauria’s group at the Ohio State University
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1 Introduction

A growing number of computer science fields relies on
systems composed of large numbers of independent com-
puting elements. Desktop grids composed of thousands to
millions of PCs have been used to perform some of the
largest computations in the world [30, 37, 16]. The current
trend in Massively Parallel Processor (MPP) systems is ex-
emplified by machines like IBM’s Blue Gene/L which will
have more than 100K processors at full configuration [14].
High-end PC/workstation clusters of increasing size have
been built over the years and the ones currently appear-
ing near the top of the Top500 supercomputer ranking have
around 8K nodes [33]. Sensor networks of 10K nodes are
being prototyped [15], and much larger numbers of ele-
ments are expected for MEMS-based projects like Smart
Dust [23].

We have proposed to use self-organization as a model for
the programming of very large aggregates of heterogeneous
computing resources, for the purpose of running high per-
formance computing (HPC) applications that are too large
for even the largest current supercomputers [10, 9, 11].
Self-organizing computation based on emergent design, in
the literature also referred to with other names such as emer-
gent computation [17] or amorphous computing [1], is a
type of computation in which the desired global organiza-
tion of the system emerges from local and long range inter-
actions among component parts. This concept is very gen-
eral and has been applied to areas such as, among others,
artificial neural networks, adaptive systems, connectionist
learning, cellular computing, organization of social insects,
and biological networks [35, 6].

In our approach, a large scale computation is divided into
small independent units of computation, each provided with



its own uniform, autonomous behavior; only local informa-
tion or very limited amount of non-local information is used
by each unit of computation to take all the decisions needed
to carry out the computation. Allowing global coordination
to emerge from a distributed collection of simple compo-
nents has important advantages over explicit central control
in both natural and artificial systems information processing
systems. There are well known costs in associated to cen-
tralized coordination, such as i) speed (a central coordina-
tor can become the performance bottleneck), ii) robustness
(if the coordinator fails, the whole systems halts), and iii)
control overhead (the overhead incurred in gathering and
updating the state information about the system).

By using a decentralized, adaptive scheduling approach,
we attempt to enable a number of tasks to be run on large
numbers of machines connected by an unreliable network.
Our approach can be used to broaden the class of applica-
tions that can be run on a large desktop grid, or to extend
a traditional Grid computing approach to platforms with
highly unreliable connections or highly unpredictable lev-
els of availability.

In the course of this project we are investigating the the-
oretical foundations of self-organization applied to HPC.
The challenges of developing a theoretical framework for
the self-organizing approach can be summarized by the two
following fundamental questions:

• Given a description of the local behavior, is it possi-
ble to make predictions on the resulting global organi-
zation of computation, that emerges as a result of the
assigned behavior?

• Once identified a desirable feature of the global sys-
tem, is it possible to provide design guidelines for the
local behavior needed to achieve the emergence of the
assigned behavior?

The objective of this paper is to report on one of our first
attempts toward the development of the theoretical founda-
tions that will ultimately enable the rational design of large
scale system. Based on our experiments with a proof of con-
cept prototype called the Organic Grid, we have identified
key aspects of the design process that would benefit from
methods of rational design and analysis. Our approach to
the development of these methods has been to study and
adapt techniques developed in other fields of science for the
treatment of large collections of simple elements. In this
paper we will present the preliminary results for the case of
combinatorial analysis reminiscent of the study of thermo-
dynamic ensembles.

1.1 Related Work

Despite an obvious interest and the numerous practical
applications, the engineering of general purpose large scale

computing systems is still largely matter of research. In
the following we briefly review current approaches and how
they relate to ours.

Internet computing and Desktop grids. These large
scale systems are based on variants of the master/workers
model [4, 30, 37, 18, 16, 12, 26, 27, 21, 25, 7, 24]. The level
of technical maturity reached by some of these projects is
demonstrated by the fact that they have spawned commer-
cial enterprises. However they have two fundamental prob-
lems. The achievable computing power of this approach
is constrained by the performance of the master (especially
for data-intensive applications) and by the difficulty of de-
ploying the supporting software on a large number of work-
ers. Second, despite the spectacular success of some In-
ternet computing projects, these systems are also severely
restricted in the choice of suitable applications; the underly-
ing master/worker model combined with the extreme band-
width requirements for the master makes these large scale
deployment suitable only for independent task applications
with high granularity individual tasks.

Grid scheduling. Research on grid scheduling has fo-
cused on algorithms to determine an optimal computation
schedule based on the assumption that sufficiently detailed
and up-to-date knowledge of the systems state is available
to a single entity (the metascheduler) [20, 5, 2, 31]. While
this approach results in a very efficient utilization of the
resources, it does not scale well to large systems. Main-
taining a global view of the system becomes prohibitively
expensive and on unreliable networks might even make it
impossible.

2 Self-organization of Complex Systems

This section contains a brief introduction to the cru-
cial concepts and technologies used in our work on auto-
nomic scheduling, as well as the related work in these ar-
eas. These include: Peer-to-Peer and Internet computing,
self-organizing systems and the concept of emergence.

Peer-to-Peer and Internet Computing The idea of uti-
lizing the CPU cycles of idle machines was first put to work
in the Worm project [22] at Xerox PARC. Further progress
was achieved by academic projects such as Condor [26].
The growth of the Internet and the wide availability of inex-
pensive broadband connections to home and the office made
large-scale efforts like GIMPS [37], SETI@home [30] and
folding@home [16] feasible. Recently, commercial solu-
tions such as Entropia [12] and United Devices [36] have
also been developed.



Still, all these approaches suffer from a fundamental lim-
itation: computation must be divisible into a large number
of independent tasks to be organized according to a mas-
ter/worker model. Instead, the idea of combining Internet
resources for general purpose large scale computations us-
ing a peer-to-peer approach is attractive because of the po-
tential for almost unlimited computational power, low cost,
ease and universality of access — a true Computational
Grid. Among the technical challenges posed by such an
architecture, scheduling is one of the most formidable —
how to organize computation on a highly dynamic system
at a planetary scale while relying only on local knowledge
of its state.

Self-Organization of Complex Systems The organiza-
tion of many complex biological and social systems has
been explained in terms of the aggregations of a large num-
ber of autonomous entities that behave according to simple
rules. According to this theory, complicated patterns can
emerge from the interplay of many agents — despite the
simplicity of the rules [34, 19]. The existence of this mech-
anism, often referred to as emergence, has been proposed
to explain patterns such as shell motifs, animal coats, neu-
ral structures, and social behavior. In particular, complex
behaviors of colonial organisms such as social insects (i.e.
ants, bees) have been studied in detail, and their applica-
tions to the solution of classic computer science problems
such as task scheduling and TSP has been proposed [29, 6].

In a departure from the methodological approach fol-
lowed in previous projects, we did not try to accurately re-
produce a naturally occurring behavior. Rather, we started
with a problem and then designed a completely artificial be-
havior that would result in a satisfactory solution to it. Our
work is somewhat closer to the self-organizing computation
concept explored in the Co-Fields project [28]. The idea be-
hind Co-Fields is to drive the organization of autonomous
agents through artificial potential fields.

Our work was inspired by a particular version of the
emergence principle called Local Activation, Long-range
Inhibition (LALI) [32]. The LALI rule is based on two
types of interactions: a positive, reinforcing one that works
over a short range, and a negative, destructive one that
works over longer distances. We retain the LALI princi-
ple but in a different form: we use a definition of distance
which is based on a performance-based metric. Nodes are
initially recruited using a friends list (a list of some other
peers on the network) in a way that is completely oblivi-
ous of distance, therefore propagating computation on dis-
tant nodes with same probability as close ones. During the
course of the computation agents behavior encourages the
propagation of computation among well-connected nodes
while discouraging the inclusion of distant (i.e. less respon-
sive) agents.

2.1 The Organic Grid

We have developed a framework called the Organic
Grid [10, 9, 11] for deploying and scheduling computa-
tion on desktop grids in a decentralized and self-organizing
manner.

Our design is based on the following design assump-
tions. First, very few assumptions (if any) can be made
about the systems, in particular about the amount of knowl-
edge available about the system. Second, since the system
is constantly changing (in terms of operating parameters,
resource availability), self-adaption is the normal mode of
operation and must be built in from the start. Third, the
deployment of the components of an infrastructure is a non-
trivial issue, and should be one of the fundamental aspects
of the design. Fourth, any dependence on specialized en-
tities such as schedulers, masters nodes, etc., needs to be
avoided unless such entities can be easily replicated in a
way that scales with the size of the system.

Our approach was to encapsulate computation and be-
havior into Java mobile agents, which deliver the computa-
tion to available machines. Java mobile agents provided a
convenient implementation platform that allowed us to con-
centrate on the design issues of a self-organizing compu-
tation. However self-organization is a very general princi-
ple and other type of implementations are possible; for ex-
ample the use of virtual machines and virtual network con-
nections, possibly augmented with a mechanism for check-
pointing/recovery, would provide comparable functionality
in terms of computation isolation, code distribution, process
migration.

These mobile agents then communicate with one another
and organize themselves in order to use the resources ef-
fectively. Once an application is started at a node, e.g.,
the user’s laptop, other nodes are called in to contribute re-
sources. New mobile agents are created that, under their au-
tonomous control, readily colonizes the available resources
and start computing. Only minimal support software is re-
quired on each node, since most of the scheduling infras-
tructure is encapsulated along with the application code in-
side an agent. In our experiments we only deployed a JVM
and a mobile agent environment on each node.

Computation organizes itself on the available nodes ac-
cording to a pattern that emerges from agent-agent inter-
action. In the simplest case, this pattern is an overlay tree
rooted at the starting node; in the case of a data intensive ap-
plication, the tree can be rooted at one or more separate, pre-
sumably well-connected machines at a supercomputer cen-
ter. More complex patterns can be developed as required
by the applications requirements, either by using different
topologies than the tree, and/or by having multiple overlay
networks each specialized for a different task.

In our system, the only knowledge each agent relies upon



is what it can derive from its interaction with its neighbor
and with the environment, plus an initial friends list needed
to bootstrap the system. The nature of the information re-
quired for successful operation is application dependent and
can be customized. E.g., for our first (data-intensive) appli-
cation, both neighbor computing rate and communication
bandwidth of the intervening link were important; this in-
formation was obtained using feedback from the ongoing
computation.

Agent behavior completely determines the way com-
putation is organized. In order to demonstrate the feasi-
bility and generality of this approach, we briefly describe
our experience in designing agent behavior for running two
representative applications on an Organic Grid: the NCBI
BLAST code for sequence alignment, and Cannon’s algo-
rithm for matrix multiplication.

In the first Organic Grid prototype we demonstrated
how to apply our decentralized approach to a class of ap-
plications representing the main staple of grid schedul-
ing research, namely an independent task application (or
ITA) [10]. The specific application we used was BLAST, a
popular sequence alignment tool. The results of our experi-
ments using the ITA are available in [10].

For an ITA, the computation spreads out from its source
in the form of a tree. The source distributes the data in the
form of computational subtasks that flow down the tree; re-
sults flow towards the root. This same tree structure was
used as the overlay network for making scheduling deci-
sions. In general, there could be separate overlay networks:
for data distribution, for scheduling, and for communication
between subtasks. In the case of an ITA, there is no commu-
nication between subtasks while the overlay trees for data
distribution and scheduling overlap.

In order to demonstrate the generality of the self-
organizing approach and the flexibility of the Organic Grid
scheduling framework, we selected a second application
characterized by a highly regular and synchronous pattern
of communication — Cannon’s matrix multiplication algo-
rithm [8]. This application employs three different overlay
networks: a star topology for data distribution, a torus for
the communication between subtasks, and the tree overlay
of the scheduling framework.

More details on these experiments are available in [9]
In both experiments we implemented an adaptive tree

mechanism in the agent behavior in order to select in a
decentralized manner the best available machines. Ma-
chine performance was constantly evalued with a mecha-
nism based on passive feedback, represented by the time
taken by each child to perform a known amount of compu-
tation.

In the Cannon’s algorithm case, we experimented with a
desktop grid of 20 agents that whose behavior was designed
to build a tree overlay network, of which the first 16 to con-
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Figure 2. Tree and torus overlays after Fourth
Swap

tact the distribution agent were included in a torus with 4
agents along each dimension; the remaining agents acted as
extras in case any faults occurred. The initial tree and torus
can be seen in Figure 1 with 4 slow nodes in the torus and 4
extra, fast nodes.

The structure of the tree continually changed and the
high-performance nodes were pushed up towards the root.
When a fast, extra node found that one of its children was
slower than itself and part of the torus, it initiated a swap of
roles. The topology of the tree and the torus before and after
the fourth swap are shown in Figure 2. With a few modifi-
cations the same mechanism was also employed to rebuild
the torus on the fly after a node failure.

3 Combinatorial Model

During our Organic Grid experiments an important per-
formance parameter turned out to be the percentage of high
performing nodes promoted to the upper levels of the tree.
We resorted to perform large number of runs to collect
statistics, and eventually we asked ourselves if it were pos-
sible to analytically forecast the distribution of node perfor-
mance at every level of the tree, given a rule for tree reor-
ganization as part of the agent behavior and given an initial
distribution of node performance.
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Figure 3. The maximal and minimal configu-
rations with three 1s in T3

We approached the problem by performing a combina-
torial analysis of the possible tree configurations; given the
complexity of this type of analysis, we started with very
simple tree topologies (complete binary trees; only two lev-
els of node performance, low (“0”) and high (“1”)) and a
simplified parent-child exchange rule. In other words, we
were able to solve the following problem:

The binary tree Td with d levels and 2d − 1 nodes has a
number 0 or 1 assigned at random to each node. An edge is
chosen at random and the numbers at the nodes for this edge
are switched if the lower node has value 1 and the higher
node has value 0. The values are switched with probability
p if the lower node has value 0 and the higher has value 1.

Find the steady state distribution of the 1s at each level
of the tree Td.

3.1 Configurations

The tree Td has d levels 0, 1, ..., d−1 where the root is on
level 0 and level i consists of 2i vertices. For convenience
let’s assign weights to the vertices of Td such that the root
has weight d and the vertices on level l have weight d − l.
We also enumerate the vertices with numbers 1, 2, ..., 2d−1.
The root has number 1 and the vertices on level i have num-
bers 2i, ..., 2i+1 − 1 from left to right. Initially we assign
randomly 0s and 1s to the nodes of the tree which represent
the computers in a hierarchically organized network. Let n
be the number of 1s in the nodes. The possible values for n
are 1, 2, ..., 2d − 1, binomially distributed with probability
of success 0.5. The states of the network are all configura-
tions with n ones. The weight of a configuration is the sum
of the weights of its nodes.

The maximal configuration with n ones is the configu-
ration where the ones are in the nodes 1, 2, ..., n. The min-
imal configuration with n ones is the configuration where
the ones are in the nodes: {2d − n, 2d − n + 1, ..., 2d − 1}.

Let Gd(n) be the graphs of the configurations with n

ones. The graphs Gd(n) have
(
2d−1

n

)
vertices and two con-
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Figure 4. The graph G3(2).

figurations are adjacent if they are consecutive states of the
system. If C1 and C2 are two adjacent configurations then
there exists an edge e = {v1, v2} of Td where the vertex v1

has number 0 in C1 and v1 is 1 in C2. The vertex v2 has
number 1 in C1 and v2 is 0 in C2. Let l(v) be the level of
vertex v in Td. The levels of the graphs of configurations
Gd(n) are induced by the levels of Td in the following way:

If l(v2) = l(v1) + 1 then l(C1) = l(C2) + 1

In Figure 4 we show the graph G3(2) which consists of the
configurations with two ones of T3.

The first level of G3(2) has two vertices corresponding
to the configurations with two ones in T3 in vertices 1, 2 and
1, 3. The graphs Gd(n) and Gd(2d − n− 1) are dual. They
are the same graph with its levels reversed. Now we outline
the steps which lead to recursive formulas for calculating
the distribution of 1s on the levels of Td. Additional details
and proofs are available in [13].

Claim 1. The graphs Gd(n) are connected for all d ≥ 2
and n = 1, ..., 2d − 2.

Let’s denote by p(C) the probability of configuration C
in the steady state distribution of the network.

Lemma 1. Let C and C′ be two adjacent configurations in
Gn(d) such that l(C′) = l(C) + 1. Then p(C′) = pp(C).

Corollary 1. Let C and C′ be two configurations in Gd(n)
with l(C) = l(C′). Then p(C) = p(C′).

We want to determine the steady-state distribution of 0s
and 1s on each level of Td. Let probd,n,r,w(p) be the proba-
bility to have w ones on row r in Td from the configurations
with n ones . Then

probd,n,r,w(p) =
numd,n,r,w(p)

dend,n(p)

where numd,n,r,w(p) and dend,n(p) are polynomials of p.
Let D be the number of levels of the graph Gd(n). The
polynomial dend,n(p) has degree D−1 and the coefficients



the number of elements on the levels of Gd(n). The coef-
ficients of numd,n,r,w(p) are determined by the number of
configurations on the levels of Gd(n) which have w ones on
row r. The probability to have w points on row r is

probd,r,w(p) =
2d−1∑
n=0

(
2d−1

n

)
numd,n,r,w(p)

22d−1dend,n(p)

Let M(d, x) be the sum of the weights of the nodes of the
first x levels of Td.

M(d, x) =
x−1∑
k=0

2k(d − k) = 2x(d − x + 2) − d − 2

When x = d we obtain that the sum of the weights of all
nodes of Td is

M(d) = 2d+1 − d − 2

The configurations on each level of Gd(n) have equal
weight. The number of configurations on the levels of
Gd(n) is given by the solutions of the following problem.

Problem 1. Let xi = 0 or xi = 1 for i = 1, 2, ..., 2d − 1

and rt =
2t+1−1∑

i=2t

xi for t = 0, 1, ..., d − 1. Let s(d, n, k) be

the number of sequences xi such that

d−1∑
i=0

ri = n and
d−1∑
i=0

(d − i)ri = k (1)

Determine the numbers s(d, n, k).

We use the numbers s(d, n, k) to determine the denomi-
nators of the probability function.

Claim 2.

dend,n(x) =
K(d,n)∑

k=k(d,n)

s(d, n, K(d, n) + k(d, n) − k)xk−k(d,n)

The numerators of the probability function are deter-
mined in Claim 3 using the number of solutions of the fol-
lowing problem.

Problem 2. Let xi = 0 or xi = 1 for i = 1, 2, ..., 2d − 1

and rt =
2t+1−1∑

i=2t

xi for t = 0, 1, ..., d − 1. Let s(d, t, n, k)

be the number of sequences xi which satisfy (1) and rt = 0.
Determine the numbers s(d, t, n, k).

Claim 3.

numd,n,r,w(x) =
(

2r−1

w

)
xk∗
K(d,r−1,n−w)∑

k=k(d,r−1,n−w)

s∗xk−k(d,r−1,n−w)

where k∗ = K(d, n)−K(d, r − 1, n−w)−w(d − r + 1)

s∗ = s(d, r − 1, n − w, k∗∗)

and

k∗∗ = K(d, r − 1, n − w) + k(d, r − 1, n − w) − k

3.2 Recursive Algorithm

In Claim 2 and Claim 3 we found formulas for the poly-
nomials dend,n(x) and numd,n,r,w(x). Let k(d, n) and
K(d, n) be the minimal and the maximal values of k for
which s(d, n, k) is not equal to 0. Let l be the largest inte-
ger such that 2l−1 < n. The maximal value of k is attained
at the maximal configuration. Then 2l − 1 of the nodes oc-
cupy the first l levels of the tree and the remaining n−2l+1
nodes are on level l. Then

K(d, n) = M(d, l) + (d − l)(n − 2l + 1)

K(d, n) = 2(2l − 1) + dn − l(1 + n)

The minimum value of k is attained at the minimal config-
uration with n ones. The dual configuration of the minimal
configuration with n ones is the maximal configuration with
2d − n − 1 ones. Then

k(d, n) = M(d) − K(d, 2d − n − 1)

k(d, n) = 2(2d − 2l) + d(n − 2d) + l(2d − n)

Now we describe a recursive algorithm for calculating the
number of solutions of Problem 1 and Problem 2.

Claim 4.

s(d, n, k) =
n∑

r=0

(
2d−1

r

)
s(d − 1, n − r, k − n)ε(r)

where

ε(r) =
{

1 if k(d − 1, n − r) ≤ k − n ≤ k∗
0 otherwise

and k∗ = K(d − 1, n− r).

We defined the sum of the weights of all nodes as
M(d) = 2d+1−d−2. Let Mt(d) be the sum of the weights
of the nodes of the tree except the nodes on level t. Then

Mt(d) = M(d) − 2t(d − t)

Mt(d) = 2d+1 − 2t(d − t) − d − 2

Let Kt(d, n) and kt(d, n) be the maximal and minimal val-
ues of k for which s(d, t, n, k) �= 0. The values of Kt(d, n)
and kt(d, n) are determined from K(d, n) in the following
way.



Claim 5.

Kt(d, n) =
{

K(d, n) if n < 2t

K(d, n + 2t) − 2t(d − t), if n ≥ 2t

and

kt(d, n) = Mt(d) − Kt(d, 2d − 2t − n − 1)

In Claim 6 we use the values of kt(d, n) and Kt(d, n) to
compute the values of s(d, t, n, k).

Claim 6. The numbers s(d, t, n, k) are calculated recur-
sively as follows

s(d, d − 1, n, k) = s(d − 1, n, k − n)

s(d, t, n, k) =
n∑

r=0

(
2d−1

r

)
s(d − 1, t, n − r, k − n)ε(r)

where

ε(r) =
{

1 if kt(d − 1, n − r) ≤ k − n ≤ k∗
0 otherwise

and k∗ = Kt(d − 1, n− r)&n < 2d−1 − 2t + r.

In [13] we prove the statements from section 3 an we
also show that the numerator and the denominator of the
probability function are the coefficients of yn of the follow-
ing polynomials

q(x, y) =
d∏

s=1

(y + xs)2
d−s

and

qr,w(x, y)=
(

2r−1

w

)
ywx(d−r+1)(2r−1−w)

∏
1≤s≤d

s�=d−r+1

(y + xs)2
d−s

3.3 Example

In Table 1 and Figure 4 we give the values and bar plots
of the probability function prob4,r,w(0.5) for r = 0, 1, 2
and all values of w computed with the recursive formulas
from section 3.2. The probabilities that all nodes on levels
0, 1 and 2 have number 1 are approximately 83%, 50% and
10%. These probabilities approach 100% as the number of
levels of Td increases.

p = .5 w = 0 w = 1 w = 2 w = 3 w = 4

r=0 0.171 0.829

r=1 0.086 0.41 0.504

r=2 0.043 0.201 0.362 0.299 0.095

Table 1. The values of the probability function
on the first three levels of T4 for p = 0.5.

83 % 50 % 10 %

Figure 5. Bar plot of the probability function
from Table 1

3.4 Future work

The results of our investigation into theoretical founda-
tions for the Organic Grid will be tested in a variety of
ways. An Organic Grid simulator currently under develop-
ment will be the tool of choice to test large scale configura-
tions. The simulator is under construction using Java, and it
will be validated using our Organic Grid prototype, which
is currently being ported to a higher performance mobile
agent environment called ProActive [3]. On the analytical
side, the logical steps used to obtain the probability function
are based on the connectivity of the graph of configurations
Gd(n) and do not rely on the tree structure of the network.
We therefore expect that our results can be generalized and
applied to a much wider class of hierarchical self-organizing
networks.
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