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Abstract: Peer-to-Peer (P2P) reputation systems are 

needed to evaluate the trustworthiness of participating 

peers and to combat selfish and malicious peer behaviors. 

The reputation system collects locally generated peer 

feedbacks and aggregates them to yield global reputation 

scores. Development of decentralized reputation system is 

in great demand for unstructured P2P networks since most 

P2P applications on the Internet are unstructured. In the 

absence of fast hashing and searching mechanisms, how to 

perform efficient reputation aggregation is a major 

challenge on unstructured P2P computing.1

We propose a novel reputation aggregation scheme 

called GossipTrust. This system computes global 

reputation scores of all nodes concurrently. By resorting to 

a gossip protocol and leveraging the power nodes, 

GossipTrust is adapted to peer dynamics and robust to 

disturbance by malicious peers. Simulation experiments 

demonstrate the system as scalable, accurate, robust and 

fault-tolerant. These results prove the claimed advantages 

in low aggregation overhead, storage efficiency, and 

scoring accuracy in unstructured P2P networks. With 

minor modifications, the system is also applicable to 

structured P2P systems with projected better performance.

1. Introduction 

Peer-to-peer (P2P) computing accounts for an large 

portion of the Internet traffic in recent years [13]. These 

include distributed file-sharing [6], [16], digital content 

delivery [3], [13],  and Grid computing [7]. Despite the 

demand of robustness and scalability of P2P networks, the 

anonymous and dynamic nature of peer activities makes 

them very vulnerable to abuses by selfish and malicious 

peers [20]. As most P2P file-sharing networks, e.g. 

Gnutella, consist of autonomous peers with different self-

interests [3] [8], their open and decentralized nature makes 
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them extremely susceptible to malicious users spreading 

harmful content like viruses, fake files or just wasting 

others’ resources. 

To combat malicious peers and encourage resource 

sharing among peers, reputation management is essential 

for peers to assess the trustworthiness of others and to 

selectively interact with more reputable ones. Without an 

efficient reputation management facility, peers may 

hesitate to interact with unknown peers due to the concern 

of receiving corrupted or poisoned files or being exploited 

by malwares. Furthermore, identifying trustworthy peers is 

especially necessary in commercial P2P applications, such 

as P2P auctions, trusted content delivery, pay-per-

transaction, and P2P service discovery. The mechanism 

through which online reputations are managed is 

extremely important for evolution and acceptance of these 

P2P services.

In a traditional reputation system, after a peer completes 

a transaction, e.g. downloading a music file, the peer will 

rate the other based on its experience in the transaction. 

The reputation system computes the global reputation 

score of a peer by aggregating the local rates (i.e. 

feedbacks) from those who have interacted with this peer. 

By making the global reputation scores publicly available, 

peers are able to make informed decisions about which 

peers to trust.  

The field of P2P reputation systems is currently 

receiving a lot of attention as a means of helping peers 

avoid unreliable or malicious peers. In an open and 

decentralized P2P system, there is no centralized authority 

to maintain and distribute reputation data. Instead, P2P 

reputation systems calculate the global reputation scores 

by aggregating peer feedbacks in a distributed manner 

[12]. The most important issue involved in this process is 

the reputation aggregation from locally generated 

feedbacks to yield global reputation scores.  

Most proposed reputation aggregation scheme, e.g., 

PowerTrust [22], EigenTrust [10] and PeerTrust [19] rely 

on the DHT mechanism to achieve scalability in 

aggregating and managing reputation data. However, the 

P2P architectures that are most prevalent in today’s 

Internet are decentralized and unstructured, e.g. Gnutella, 

Kazaa and Freenet. To the best of our knowledge, there 

exists no specific reputation systems for unstructured P2P 
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networks. How to perform efficient reputation aggregation 

is the major challenge in unstructured P2P networks due to 

lack of embedded fast hashing or searching mechanism. 

 In this paper we present a GossipTrust system, a 

scalable, robust and fault-tolerant reputation aggregation 

scheme for unstructured P2P networks. GossipTrust 

resorts to gossip protocols to aggregate global reputation 

scores. Each peer repeatedly contacts others at random, 

and exchanges reputation data with them.  

The remaining parts of this paper are organized as 

follows. Section 2 reviews existing work on the 

development of reputation systems for both structured and 

unstructured P2P networks. Section 3 introduces the 

architecture of GossipTrust. The gossip protocol is 

described in Section 4.  We present distributed gossip and 

aggregation algorithms in Section 5. Simulation 

experimental results are given in Section 6. Finally, we 

conclude with a summary of contributions and make 

suggestions for further research needed. 

2. Related Work and Our Approach 

Several reputation systems have been proposed to 

discourage maliciousness and motivate trustworthiness 

and cooperation in P2P networks. Xiong and Liu presented 

PeerTrust [19], which computes the trustworthiness of a 

given peer based on five factors. Srivatsa took a further 

step to improve the robustness of PeerTrust itself. They 

proposed methods to especially counter vulnerabilities in 

reputation management.  

The EigenTrust algorithm [11] aggregates local scores 

by having peers perform a distributed calculation 

approaching the eigenvector of the trust matrix over the 

peers. We proposed the PowerTrust [22], which leverages 

the power law distribution of peer feedbacks to fast 

aggregate global reputations. All the above approaches are 

designed for DHT-based P2P networks. 

Trust management was first studied by Abrerer and 

Despotovic 1] for unstructured P2P networks. Their 

approach is based on a decentralized storage method (P-

Grid). The information provided by P-Grid is used to 

assess the probability that an agent will cheat in the future. 

This approach suffers from the fact trust is evaluated only 

by referrals from neighbors, not based on global 

information. 

TrustMe [17] is a secure and anonymous underlying 

protocol for trust management. TrustMe uses a random 

assignment of reputation-holding peers and employs smart 

Public Key mechanisms to prevent the loss of anonymity. 

When a peer intends to query the global reputation of 

another peer, it will broadcast the query message; when a 

peer wants to report its feedbacks, it will broadcast the 

reports. This method will impose a lot of message in the 

network. Besides, when network size is very large, it will 

take a long time to disseminate peer reports and to get a 

peer’s global reputation.  

In [12], peer reputation scores are not aggregated from 

global information, but from very limited local 

information, i.e. a peer’s local ratings or incorporating 

neighbors’ rating. XRe [4] provides a protocol 

complementing current Gnutella protocol by allowing 

peers to keep track of and share information about the 

reputation of other peers and resources. No guarantees are 

given with respect to computational efficiency and 

scalability. 

The idea of gossiping in cyberspace communication 

is very similar to gossiping to reach consensus in the 

human society. Gossip protocols were proposed for 

randomized communication [2], [9] and for aggregation of 

large amounts of distributed information [11]. These 

protocols do not rely on specific network topologies. They 

support the computation of aggregate functions like 

weighted sum, average value and maximum over large 

collection of distributed numeric values [14].  

We are the very first attempt to use gossip protocol 

for fast global reputation aggregation in unstructured P2P 

networks. This P2P protocol does not require error 

recovery mechanisms, and thus enjoys an advantage in 

simplicity, while causes only moderate overhead 

compared to a deterministic communication protocol.

GossipTrust is adaptable to peer dynamics and robust to 

disturbance of malicious peers by leveraging gossip 

protocols and power nodes. The power nodes are 

dynamically chosen after each reputation aggregation [22].

3. The GossipTrust Architecture   

The major challenge in designing an efficient reputation 

aggregation scheme is to achieve a nice tradeoff between 

the following two key performance metrics. 

Computational complexity: The computation overhead, 

especially the time to aggregate the global reputation 

scores, is the major concern. Small computation overhead 

means significant traffic reduction in the system and less 

work for all peers involved.

Accuracy of estimation: We would like our estimation of 

the global reputation score to be very close to the actual 

value. In this work, our goal is that the probability should 

be high for the estimated reputation score v’ to be within 

[(1- )v, (1+ )v], where v is the actual reputation score and 

 is the small relative error.

A very high level of accuracy can be achieved if one is 

willing to incur more complexity in terms of computation. 

Therefore, there is an inherent tradeoff between the 

computational complexities and accuracy of estimation. 
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This tradeoff can be exploited through the choice of 

various design parameters, as explained in Section 5. In 

addition, listed below are six key issues that we take into 

account in the design of GossipTrust.  

System reliability: To help distinguish reputable from 

malicious peers, the system should calculate the 

reputation scores of peers as close to their real 

trustworthiness as possible.   

Simple to implement:  The system should be simple to 

implement and maintain in a fully distributed manner. 

Light-weight communication: The system should only 

consume limited computation and bandwidth resources 

for peer reputation monitory and evaluation. 

Adaptive to peer dynamics. Peer joins and leaves an 

open P2P network dynamically. The system should be 

adaptive and robust to peer dynamics. 

Robust to malicious peers. The system should be robust 

to various attacks by both independent and collective 

malicious peers. 

System scalability: The system should be able to scale to 

serve a large number of peers in term of accuracy, 

convergence rate, and extra overhead per peer. 

We have developed a simulated GossipTrust 

reputation system at USC Internet and Grid Computing 

Laboratory. Figure 1(a) shows the architecture of the 

GossipTrust system running on a typical node Ni, where 

i=1,2,…,n. GossipTrust consists of three functional 

modules. The Gossip-based Reputation Aggregation

module supports both Initial Reputation Computation and 

Reputation Updating. After each round of global 

reputation computation, GossipTrust will identify power 

nodes for the next round of reputation updating.

In this system, each node keeps a row vector of trust 

matrix S based on its outbound local trust scores. In 

addition, each node also maintains a global reputation 

vector V(t) at aggregation cycle t. Internally, this vector is 

represented by a collection of <node_id, score> pairs. At 

the first aggregation cycle, V(0) is initialized with equal 

global reputation scores, i.e. vi(0)=1/n, i=1,2,…,n.

To compute the successive reputation vectors, 

GossipTrust uses a gossip-based protocol to perform the 

matrix-vector computation. Gossiping supports light-

weight communications among nodes during the 

aggregation process. In GossipTrust, each aggregation 

cycle consists of several gossip steps as shown in Fig.1(b). 

In a gossip step, each node receives reputation vectors 

from others, selectively integrates the vectors with its 

current reputation vector, and then sends the updated one 

to a random node in the network. 

This gossiping process continues until the gossiped 

scores converge in g steps, where g is determined by a set 

gossiping error threshold . After the convergence of 

gossip steps, GossipTrust continues the next aggregation 

cycle until the global reputation vectors converge in d

cycles, where d is determined by the aggregation error 

threshold . Figure 1(b) illustrates the process of 

reputation aggregation in GossipTrust. 

(a) GossipTrust system architecture 

b) Global reputation aggregation | 

     through iterative gossip steps 

Figure 1.  The GossipTrust architecture and        
          control flow among functional modules 

4.  Gossip-based Reputation Aggregation

In this section, we first characterize the global 

reputation aggregation problem. Then we present our 

gossip protocol for distributed reputation aggregation..  

4.1  Global Reputation Aggregation  

In a P2P network of n nodes, each node evaluates the 

trustworthiness of other nodes with local trust scores after 

conducting a P2P transaction, such as a file download. 

Consider a trust matrix R=(rij), 1 i, j n, where rij is the 

local score issued by node i for node j. If there is no 

feedback from node i to j, rij is set to 0. For global 

reputation aggregation, each node must normalize all local 
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scores issued by itself. The normalized local score sij is 

defined as follows:  

sij = rij / j rij                                                  (1)   

Then we have a normalized trust matrix S = (sij). Note 

that  10 ijs  and each row sum n
j=1 sij = 1 for all 

rows i = 1, 2, …, n. In other words, the normalized trust 

matrix S is a stochastic matrix, in which all entries are 

fractions and all row entries add up to be 1.   

Let vi(t)  be the global reputation score of node i at

aggregation cycle t, where i = 1, 2, …, n and t = 0, 1, 2, 

…, d for d cycles. The global scores of all nodes form a 

normalized reputation vector with n components V(t) = 

{vi(t)}
T, where i vi(t)= 1. The iterative method specified 

below calculates the V(t) at cycle t. Let V(0) be the initial 

reputation vector value. For all iterative cycles t =1, 2,…, 

d, we generate successive reputation vectors, recursively, 

by performing the following matrix-vector computations:  

V(t+1) = ST V(t)                                    (2) 

Initially, all nodes are equally trusted, i.e. vi(0) = 1/n,

where i = 1,2,…,n. The iterative computation in Eq.(2) 

continues until the average relative error between V(d) and 

V(d+1) is lower than  for a given aggregation error 

threshold  at the last cycle d. We have proved in [22] that

d logb  with b = 2/ 1, where 1 and 2 are the largest 

and second largest eigenvalues of the trust matrix S. The 

convergence threshold  is often predefined by system 

designers. In other words, after d cycles, the global 

reputation vector converges to the eigenvector of trust 

matrix S.  

This recursive process is motivated by Markov 

random walk among nodes, which is widely used in 

ranking web pages. Consider a random surfer hopping 

from nodes to nodes to search for a reputable node. At 

each surfing step, the surfer selects a neighbor according 

to the current distribution of local trust scores. The 

stationary distribution of the Markov chain is the 

converged global reputation vector.  

Both EigenTrust and PowerTrust have developed 

scalable algorithms to calculate the global reputation 

vector V(t) for DHT-based P2P networks. In this paper, we 

propose a GossipTrust system for global reputation 

aggregation in unstructured P2P networks. The new 

scheme is fully distributed without using any topological 

structure among the nodes. It is also proven fast in 

convergence rate and secure in dynamic peer 

participations.  

4.2    Gossip Aggregation Protocol 

 Gossiping is done iteratively in a small number 

steps. We reserve the index k to indicate the gossip step. 

According to Kempe, et al [11], k is upper by a final step g
= O(log2n). We use index t to refer to discrete times for 

aggregation cycles. The upper bound for t is d iterations 

specified in section 3.1. Associated with each peer node i
is a gossip pair {xi (k), wi(k)} at each gossip step k.

At time t, we have the weighted score xi (t)  = sij×vi(t)

as the local score sij weighted  by the global score vi(t) of 

node i. The wi(k) is called the consensus factor of node i at 

step k. During each gossip step, every node i executes two 

computing threads:  One thread sends the halved gossip 

pair {½ xi (k), ½ wi (k)} to itself (node i) and to a randomly 

selected node in the network. Another thread receives the 

halved pairs from other nodes and computes the updated 

xi(k+1) and wi(k+1) as follows, where r refers the index of 

remote nodes sending halved gossip pairs in step k:

 xi(k+1) = r ½ xr (k)                                       (3)

             wi(k +1) = r ½ wr (k)                                      (4)

This process continues until the consensus values i(k) = 
xi(k)/wi(k) agree on all nodes i = 1, 2,…, n. The global 

score vj(t+1) is thus generated as follows on all n nodes at 

the final step g.

 vi(t+1) =  xi(g)/wi(g) =  i(g)                            (5) 

The above gossiping process is best illustrated by a 

small example in Fig.2. Consider a P2P network with three 

nodes. At time t, the global scores are given: v1(t) = 1/2, 

v2(t) = 1/3, and v3(t)=1/6. Given also normalized local 

score s12 = 0.2, s12 = 0, and s32 = 0.6. By Eq.(1), the 

updated global score of node N2 is calculated as: 

           v2(t+1) =  v1(t)×0.2 + v2(t)×0 + v3(t)×0.6

                       = (1/2) ×0.2 + (1/6) ×0.6 = 0.2            (6) 

(a) First gossip step (k = 1)

(b) Second gossip step k = 2

Figure  2.  Halved score sharing among 3 nodes in two 
gossiping steps to aggregate the global scores on all 
nodes, concurrently
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We use Table 1 to illustrate the gossiping procedure 

in Fig.2. The end purpose is to generate the global score

v2(t+1) = 0.2 at all 3 nodes in 2 steps. In general, gossip 

protocols are used to calculate any aggregate function such 

as sum, maximum, or average of the numeric values 

distributed over many nodes. Here, we concentrate on the 

gossiped calculation of the global score of node N2.

Initially at step 0, we thus assume w2(0) = 1 and w1(0) = 

w3(0) =0. The initial weighted scores x1(0) = (1/2)×0.2 = 

0.1, x2(0) = (1/3)×0 = 0, and x3(0) = (1/6)×0.6 = 0.1.  

At the first gossip step, as shown in Fig.2(a), N1

sends the pair (½x1(0), ½w1(0)) = (0.05, 0) to N1 and to a 

randomly chosen node N3 The node N2 sends the pair (0, 

0.5) to N2 and a random node N1. Node N3 sends the pair 

(0.05, 0) to N3 and a random node N1. Then N1 updates 

x1(1) = 0+0.05+0.05=0.1 and updates w1(1) = 0+0.5+0 

=0.5. After first gossip step, N1 has the pair {x1(1), 

w1(1)}= (0.1, 0.5). The gossiped score x1/w1 = 0.2 on N1. 
Similarly, nodes N2 and N3 go through the same gossiping 

process to produce x2/w2 =0 and  x3/w3 = .

Table 1   Gossiped Scores Aggregated at Successive                    
                 Steps on All Nodes in Fig.2, Concurrently   

Node N1 x1(k) w1(k) 1 (k) = x1(k)/w1(k)

Step 1 0.1 0.5 0.2 

Step 2 0.05 0.25 0.2 

Node N2 x2(k) w2(k)
2(k) = x2(k)/w2(k)

Step 1 0 0 0 

Step 2 0.1 0.1 0.1 

Node N3 x3(k) w3(k)
3(k) = x3(k)/w3(k)

Step 1 0.1 0.1 0.1 

Step 2 0.05 0.05 0.05 

Figure 2(b) illustrates halved score sharing by the 

same gossiping process in step 2. After step 2, we have 

reached the consensus that x1/w1 = x2/w2 = x3/w3 = 0.2. 

Thus, we accept the updated global score for node N2 as 

v2(t+1) = x1/w1 = x2/w2 = x3/w3 = 0.2, which agree with the 

dot product calculation in Eq.(5). Thus, gossiped scores 

are equalized in all 3 nodes at the process end. Suppose we 

extend the gossiping process to another step, we will see 

no more changes in the consensus values  x1/w1 = x2/w2 =

x3/w3 = 0.2. Lacking centralized control, the consensus 

must be determined on distributed nodes locally. This last 

step determines the global consensus.  

5.   Distributed Aggregation  in GossipTrust

The iterative method in Eq.(2) specifies global 

reputation aggregation in each cycle. Mathematically, we 

need to compute the weighted sum of all local scores sij for 

each peer j= 1, 2, …,n  in Algorithm 1, where the 

normalized global scores {vi(t-1)} are the weights applied. 

The numerical computation in Eq.(6) for the 3-node 

network example in Fig.2 is generalized for a general P2P 

network having n nodes  indexed by j = 1,2,…, n . 

vj(t)  = ij

n

i i stv )1(
1

                 (7)

The above gossip protocol is generalized by the 

following Algorithm 1 for an n-node P2P network.  The 

procedure shows how to perform the gossiping operation 

in g steps to reach the consensus on all nodes. Algorithm 1 

is thus executed on all nodes, concurrently, even we 

specify the protocol only one node below.  

Algorithm 1: Gossip Protocol to Compute Any Single Peer Score 

1: INPUT: local score sij, global score vi(t-1) at time t-1, where i = 1,2,…,n

        and  gossip threshold 

2: OUTPUT: global reputation score vj(t) of node j at time t

3: forall i = 1, 2, ….n do     { simultaneously } 

4:     xi sij×vi(t-1)            { initialize weighted score xi }

5:     if (i == j), set  wi  1,  else wi = 0        { initialize consensus factor wi }

6     k  0                      { initialize gossip step k}
7: repeat 

8:         u xi/wi                     { save previous score before convergence }

9:         let {(xr, wr)} be all gossip pairs sent to i in previous step   

10:         xi r xr, wi r wr             { update xi and wi } 

11:         choose a random node q                     

12:         send the pair (½ xi, ½ wi) to node q and node i itself 

13:          k k+1                { increase gossip step by 1} 

14:      until |xi/wi – u|          {  is a preset error tolerance or the gossip threshold} 

15: endfor

16: output vj(t) xi/wi
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          In GossipTrust, every node has a unique identifier

and keeps a global reputation vector. The global-scale 

gossip-based reputation aggregation is specified in 

Algorithm 2. During each aggregation cycle t, each  vector 

element is internally represented by a triplet (xid, id, wid),

where id is a node identifier,  xid is the weighted score 

defined in Eq.(3) and wid is the consensus factor defined in 

Eq.(4).   

          We aggregate all triplets in the reputation vector, 

concurrently. During each gossip step, every node i sends 

its reputation vector to a randomly chosen node, which can 

be a neighbor node or any other node. Upon receiving the 

global reputation vectors from others, node i updates xid

and wid for every triplet in the reputation vector. 

         At the end of an aggregation cycle t, the gossip 

process converges to an equalized gossiped score xid/wid on 

all nodes. Node i checks the difference between the 

current global reputation vector and the one from 

aggregation cycle t-1. If the difference is larger than a pre-

defined aggregation error threshold , node i will enter the 

next aggregation cycle t+1. Otherwise, the global 

reputation vector has converged, node i will replace the 

triplet <xj, j, wj > with the pair <vj, j>, where vj = j = xj /wj

is the converged global score of node j.

Algorithm 2:   Aggregation to Update All Peer Scores Concurrently  

1: INPUT: local trust matrix S=(sij) and tolerable aggregation error 

2: OUTPUT: Converged global reputation vector V(t)

3: forall i = 1, 2, ….n do    { Concurrently on n nodes } 

t  0                             {initialize the aggregation cycle} 

4:     Repeat 

5:          forall local score sij do

6:              { initialize weighted score and consensus factor } 

7:                 if  (t == 0) then  xj sij / n

8:                 else  xj sij vi(t-1) where vi(t-1) is node i's reputation at time instance t-1
9:                  if ( j == i ) then wj  1  else wj  0 

10:                 add the triplet <xj, j, wj > to global reputation vector V(t)

11:          endfor                   
12:          repeat  

13:                   let { Vr } be all received vectors from previous gossip step

14:                  forall  j  in  Vr do  

15:                         xj r xj , wj r wj , 

16:                         update the triplet <xj, j, wj > in V(t)

17:                   endforall 

18:                   choose another node q randomly 

19:                   send ½ V (t) to node q and to node i itself 

20:           until all n gossiped scores { i = xj / wj} are equalized and converged to vi(t). 

21:           forall  j=1, 2, …, n  do 

22:                vj xj / wj  and replace every triplet <xj, j, wj > with the updated pair <vj, j>

23:           endfor 

24:           t t +1                 {increase time instance by 1}

25:      until   |V(t) – V(t-1)| <         {Test with tolerable convergence threshold} 

26: endfor

27: output   The updated global scores V(t) = {v1(t), v2(t), …, vn(t)}          

6. Simulation Experimental Results  

In this section, we evaluate the performance of the 

GossipTrust reputation aggregation scheme by analyzing 

reputation convergence overhead, gossip propagation 

error under different design parameters and reputation 

aggregation error with respect to different threat models. 

We assess the query success rate of using GossipTrust in 

simulated P2P file sharing applications. 

6.1 Simulation Setup  

We evaluate GossipTrust using our own discrete event 

driven simulator. In our experiments, we construct a 

Gnutella-like flat unstructured network initially consisting 

of 1000 nodes. The number of feedbacks every node 

issued is power law distributed. Initially the maximum 

feedback amount dmax is 200 and the average feedback 

amount davg is 20. This distribution better models feedback 

distribution in existing reputation systems [21], [22].  
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We choose greedy factor  = 0.15 as a default value. 

The system selects up to 1% of the total number of nodes 

as the power nodes. The base setting such as simulation 

parameters and default values used in most of the 

experiments are summarized in Table 2. and  represent 

the threshold for global reputation convergence and 

threshold for gossip protocol convergence respectively. 

We study two kinds of malicious behaviors, namely, 

independent setting and collusive setting. In independent 

setting, malicious peers cheat during transactions and issue 

dishonest feedbacks to others. They rate the peers who 

provide good service very low and rate those who provide 

bad service very high. In collusive setting, malicious peers 

collaborate with each other to boost up their own ratings. 

They may rate the peers in their collusion group very high 

and rate outsiders very low.  

The simulated experiments were run on a dual-processor 

Dell server and the operation system installed on this 

machine is Linux with kernel 2.6.9. Each data point 

reported in the following sections represents the average 

of at least 10 simulation runs with different seeds. 

Table  2. Parameters and Default Values used  

Parameter Basic Definition Default 

Value

n No.of peers in P2P network  1000 

Greedy factor of a peer  0.15 

dmax Max. peer feedback amount  200 

davg Average peer feedback amount 20 

Percentage of malicious peers 10% 

q Max. No. of power nodes 1% 

Global  aggregation threshold   10-3

Gossip error threshold  10-4

6.2  Gossip  Overhead vs. Threshold Applied 

The objective of this set of experiments is to evaluate 

computational efficiency and scalability of GossipTrust. 

There are two convergence processes in GossipTrust: one 

is the convergence of the reputation computation round 

and another is during every aggregation cycle, the 

convergence of gossip protocol to aggregate the weighted 

sum. Figure 3 shows the effects of various gossiping error 

threshold  and network size n on gossip steps. 

We measure both the number of reputation 

convergence cycles and the number of gossip aggregation 

iterations. Our studies prove that GossipTrust only runs a 

small number of aggregation cycles before the reputation 

scores converge, given an arbitrary trust matrix and a fixed 

greedy factor  > 0.1. The larger the number of gossip 

steps, the higher is the convergence overhead.   

The convergence overhead increases with the 

decrease of gossiping error threshold and growth of 

network size. When the gossiping error threshold  is very 

small, as  <10-4, the gossiping error threshold dominates 

the convergence overhead, regardless of the network size. 

While when  is large, as  >10-2, the network size 

dominates the convergence overhead. With a fixed small ,

the convergence overhead remains closes for different 

network sizes, which means that GossipTrust is able to 

scale well when reputation system grows. 
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Figure 3  Gossip step counts of three  P2P network 
configurations under various gossip error thresholds

6.3  Gosssip and Aggregation Error Analysis 

The relative error incurred by gossip protocols in 

each aggregation cycle is propagated in the aggregation 

process. Table 3 reports both gossip error and aggregation 

error under three convergence settings for a P2P network 

of 1000 nodes. We consider the effects of varying both  

aggregation error threshold  and gossiping error threshold 

. We assess the gossip error by measuring the relative 

error of the global reputation scores caused by gossip 

protocol. The aggregation error is measured as the distance 

between actual and estimated global reputation vectors. 

Table 3  Gossip and Aggregation Errors under Three  
               Convergence Threshold Settings for a 1000- 
               Node P2P Network 

Aggrega-

tion Cycle 

Gossip

Step

Gossip

Error 

Aggregation  

Error 

10-5 10-4 19 35 1×10-6 1.6 × 10-4

10-4 10-3 15 28 7×10-6 7.3 × 10-4

10-3 10-2 5 22 1.6×10-4 3.8 × 10-3

Tradeoffs exist between computational efficiency 

and accuracy: the smaller are the aggregation error 

threshold and gossiping error , the less the propagation 

of gossip error, but the larger the number of gossip steps 

and reputation aggregation cycles. Based on the result in 

Table 3, for a network of 1000 nodes, we choose  = 10-4 
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and  = 10-3 to balance the tradeoff between the 

convergence overhead and computational accuracy 

We evaluate the robustness of GossipTrust against 

malicious peer behaviors. The experiments were 

performed to compare non-collusive and collusive peer 

operations. In a non-collusive setting, malicious peers 

report dishonest trust scores independently. In a collusive 

setting, abusers collaborate with each other to boost up 

their own ratings.  

They rate the peers in their collusion group very high 

and rate outsiders very low. The probability of a node 

behaving  maliciously is inversely proportional to its 

global reputation, because a node providing corrupted 

services is highly likely to issue dishonest local trust 

scores. 

We compute below the root-mean-square (RMS) 

error E in aggregated global scores under different 

percentage of malicious peers in a P2P network. Lower 

RMS error implies the system is  more robust to attacks by 

malicious peers. The RMS error is defined by:   

RMS aggregation error   E =

2(( ) / )i i iv u v

n
(8)

where vi and ui  are the calculated and gossiped global 

reputation scores of peer i, respectively. 

The greedy factor  indicates the eagerness for a peer 

to work with selected power nodes [22]. We plot in 

Fig.4(a) the RMS errors under different values of and

various percentages of independent malicious peers. By 

leveraging power nodes, we set the the greedy factor  = 

0.15. This gives 20% less aggregation error than treating 

all peers equally with  = 0.  

However, increasing the greedy factor  to 0.3 does 

not lead to higher performance. This is because relying too 

much on the power nodes will miss the global view of the 

reputation data provided by majority nodes in the system. 

Therefore, setting  = 0.15 is indeed a very good choice.
Figure 4(b) reports the RMS aggregation error under 

collusive peers working collectively to abuse the system. 

 The plot represents the effects of various collusion 
group sizes, defined by the number of malicious peers in a 

group. In all cases (5% and 10% collusive peers), 

leveraging the power nodes with a greedy factor  = 0.15 

makes the system more robust against peer collusions. 

With 5% collusive peers, using power nodes has resulted 

in 30% less errors when collusion group size is greater 

than 6. The message being conveyed is proper use of 

power nodes are indeed  effective to cope with peer 

collusions.
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Figure 4. Global aggregation errors from fake trust  
                scores reported by malicious peers in a P2P  
                network of 1,000 nodes 

6.4   P2P File Sharing Experimental Results 

We conducted extensive simulation experiments to 

measure the performance of using GossipTrust in P2P file-

sharing applications. There are over 100,000 files 

simulated in these experiments. The number of copies of 

each file is determined by a Power-law distribution with a 

popularity rate = 1.2. Each peer is assigned with a 

number of files based on the Sarioiu distribution [12].  At 

each time step, a query is randomly generated at a peer 

and completely executed before the next query step. The 

query popularity reflects the file preferred by a peer. 

We rank the queries according to their popularity. 

We use a power law distribution with a = 0.63 for 

queries ranked 1 to 250 and  = 1.24 for lower-ranking 

queries. This distribution models the query popularity 

distribution in Gnutella. After a query for a file is issued 

and flooded over the entire P2P network, a list of nodes 

having this file is generated and the one with the highest 

global score is selected to download the file. The system 
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updates global reputation scores at all sites after 1,000 

queries. 

The query success rate is measured by the percentage 

of successful queries over the total number of queries 

issued. Every node has a rate to respond a query with 

inauthentic files. For simplicity, this rate is modeled 

inversely proportional to node’s global reputation. We also 

consider the case of a NoTrust system, which randomly 

selects a node to download the desired file without 

considering node reputation. We plot in Fig.5 the results of 

using GossipTrust and NoTrust in simulated P2P file 

sharing applications.

In this experiment, the malicious peers issue 

unreliable scores and provide corrupted files. The 

performance of GossipTrust drops only slightly with the 

increase of the number of malicious peers, while 

performance of NoTrust drops sharply with more 

malicious peers. With the help of GossipTrust, even when 

the system has 20% malicious peers, it can still maintain 

around 80% query success rate. This experiment proves 

the effectiveness of using reputation-based selection 

scheme in unstructured P2P file sharing applications
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Figure 5 . Query success rate of simulated P2P file  
    sharing applications on a 1000-node P2P network 

7.  Conclusions and Further Research  

To our best knowledge, GossipTrust offers the very 

first attempt to extend the gossip protocol for reputation 

aggregation in P2P networks without any structured 

overlay support. GossipTrust is shown very fast in 

aggregating local trust scores into global reputation scores. 

The major innovations in GossipTrust development are 

summarized in three aspects: fast gossip-based 

aggregation algorithms, efficient reputation storage with 

Bloom filters, and secure communication with identity-

based cryptography. 

GossipTrust enables peers to compute global 

reputation scores in a fully distributed, secure, scalable 

and robust fashion. The simulation results show that the 

system scales well with the increase of network size. The 

system can also tolerates link failures and peer collusions. 

The benchmark experiments on P2P file-sharing 

applications demonstrate significant performance gains in 

using GossipTrust, compared with an unstructured P2P 

network without reputation services.  

We have to point out that the GossipTrust system is 

not restricted to apply only in unstructured P2P systems 

exclusively. With minor modifications, the system can 

perform even better in a structured P2P system. The gossip 

steps and reputation aggregation process reported here can 

be further accelerated by the fast hashing and search 

mechanisms built in DHT-based overlay networks. A peer 

providing corrupted services is highly likely to issue 

dishonest reputation scores.  

To probe further, we suggest to keep two kinds of 

reputation scores on each peer node: one to measure the 

quality-of-service (QoS) such as those performance 

measures reported here and another for quality-of-

feedback (QoF) by participating peers. We suggest 

integrating these two scores together and address the 

tradeoffs between them in future research challenges.  

Further research is also encouraged to apply 

reputation systems to enforce copyright protection in P2P 

systems. With the help of object reputation [18], a client 

can validate the authenticity of an object before initiating 

parallel file download from multiple peers. This opens up 

a meaningful direction to extend gossip-based systems for 

managing object reputations.  
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