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Abstract

In a wireless sensor network, each node is power-
constrained and may need to acquire some raw data of
large size (e.g., image data), on which some computation-
intensive tasks (e.g., edge detection) will be done. On the
other hand, in wireless communication, significant power
will be consumed on transferring a sequence of data of
large size. Thus, it is of high interest to carry out the sensor
nodes’ computation-intensive tasks efficiently while reduc-
ing the data size for wireless transfer. In this paper, we
propose a new design methodology for batch processing of
image data in a wireless sensor network, by employing re-
configurable computing using FPGAs.

1. Introduction

Field Programmable Gate Arrays (FPGAs) have long
been used in implementing various image processing al-
gorithms not only because of the computation-intensive
nature of such algorithms, but also because of the well-
matched between data type of image data and computation
type of FPGAs [9]. Specifically, image data usually consist
of a two-dimensional array of pixels, and FPGAs consist
of a two-dimensional array of Configurable Logic Blocks
(CLBs). If a set of CLBs (e.g., 4 CLBs) is responsible for
handling a pixel, and each set of CLBs directly commu-
nicates with its neighbor sets, then there is a high paral-
lelism in processing the image data, where the operations
are repetitive in nature. In this paper, we are not trying to
present a new FPGA implementation of image processing
algorithms. Rather, we would like to present a new design
methodology for batch processing of image data. We target
on image processing in wireless sensor networks using an
embedded reconfigurable computing system.

This research was supported by a HKU CRCG Small Project Research
Grant under project number 10205130.

A typical embedded reconfigurable computing system is
composed of an instruction set processor and some FPGA
fabric. By utilizing massively parallel circuit design in FP-
GAs, computation-intensive tasks in software applications,
which originally are executed in the instruction set proces-
sor, can be carried out by hardware and hence increase the
overall system efficiency. Moreover, the FPGA fabric can
be dynamically reconfigured for different tasks at run-time.
Just like a processor switches different executables at dif-
ferent times, different configurations are downloaded onto
an FPGA to reconfigure portions of the FPGA to implement
different hardware tasks. The idea is illustrated in Figure 1.
As can be seen, a complex task is partitioned into five sub-
tasks. Any three (but not all) of the five subtasks can be im-
plemented and executed on the FPGA chip. In order to exe-
cute the complex task, firstly the partial configurations (for
configuring the corresponding portions of the FPGA) of the
five subtasks are stored in some memory device. Then, ac-
cording to the execution order (assumed that it is defined be-
forehand), different partial configurations are downloaded
onto the FPGA for executing the subtasks.

Since executing computation-intensive tasks in hardware
can be more energy-efficient than executing in the proces-
sor [7], the above-mentioned platform is good for a mobile
sensor system which is battery-operated (i.e., having limited
energy) and needs to adapt to the changing environment and
user needs, so as to carry out some on-demand tasks (e.g.,
surveillance by taking some pictures with feature extrac-
tion). In essence, we need a reconfigurable computing sys-
tem that can be operated in a multitasking manner, with the
considerations of adaptability, computation efficiency and
energy efficiency. With reference to the illustrative exam-
ple shown in Figure 1 again, we would require the system
to finish executing the five subtasks as early as possible, yet
without consuming more power. In this paper, we present a
hardware task scheduling algorithm for this kind of FPGA
resource allocation problem.

The rest of this paper is organized as follows. In the
next section, we present the related work. A sensor network
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Figure 1. Dynamically partial reconfiguration.

application scenario is presented in Section 3. Section 4
describes the scheduling model. In Section 5, we present
our proposed hardware task scheduling algorithm. Evalua-
tion of the proposed algorithm is given in Section 6. Then,
we talk about a prototype design of a sensor node hardware
platform in Section 7. Finally, we conclude in Section 8.

2. Related Work

Figure 2 [12] shows the four commonly-used FPGA
resource placement models, which define how the two-
dimensional CLB (Configurable Logic Block) array of an
FPGA (i.e., the FPGA fabric area) can be partitioned to im-
plement different hardware tasks. Based on the four models,
a number of hardware task scheduling algorithms have been

designed [1, 4, 5, 11, 12].
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Figure 2. FPGA resource placement models.

However, most of the work in the literature considers
scheduling algorithms which are unable or difficult to be
implemented using the design flows in current development

platform [14], such as 2D resource models [11] and merging
of partitioned blocks [5]. The reason is that current devel-
opment platform only allows the 1D-slotted resource model
for implementing different reconfigurable modules [14]. On
the other hand, little of the work takes energy consump-
tion into consideration. Khan ez al. [4] designed a battery-
aware task scheduling algorithm for a battery-operated sys-
tem. However, they partitioned the FPGA area into a set
of fixed tiles, which cannot adapt efficiently to the tasks
of having different FPGA area requirements. In this paper,
we present the design of a hardware task scheduler that can
utilize the flexibility of FPGAs, provide a balance between
computation efficiency and energy efficiency, and more im-
portantly, can be readily implemented using current design
flows (based on the 1D-slotted resource model as shown in
Figure 2).

3. Image Processing in Wireless Sensor Net-
works

3.1. Target Application Scenario

Suppose in a wireless sensor network as shown in Fig-
ure 3, the leaf nodes continuously capture some images and
send to upper layers, and finally to the base station to the
user side. Suppose the application is simply a pattern recog-
nition application where the user wants to track the shape of
objects in the monitoring area. If all the images captured are
sent to the base station, then a large traffic volume and hence
a large transmission delay will be induced, because the size
of a typical image is in the order of 100KBytes. However,
in a wireless sensor node, energy consumed by the commu-
nication part dominates that by the computation part, and
more importantly a sensor node is energy-constrained. For
example, in a wireless sensor node produced by Rockwell
Inc. the energy expended in transmitting 1 bit is around
2000 times of that for executing one instruction [8, 13].
Therefore, it is beneficial to reduce the size of data sent from
the leaf nodes to the base station, so as to reduce bandwidth
requirement and hence energy consumption. Consequently,
it is advantageous to process data locally to extract inter-
ested information and then send to the base station.

To process image data locally, we can apply reconfig-
urable computing using FPGAs at a layer higher than the
leaf nodes, that is, the square nodes in Figure 3. Then,
the images captured from the leaf nodes can be processed
locally using FPGA hardware acceleration at the square
nodes. In this way, from the square nodes to the base sta-
tion, the traffic volume for an image is only in the order of
1KBytes or 10KBytes. This greatly reduces the bandwidth
burden on the sensor network, and reduces the computa-
tion burden at the user side. In this application scenario,
one major task that a square node needs to handle is—the
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Figure 3. Application scenario.

square node receives a batch of jobs (e.g., edge detection,
AES/DES encryption, etc.) from the leaf nodes and it needs
to decide when and how to process the jobs, since different
jobs have different execution times and need different re-
sources. Thus, a hardware task scheduler is needed to han-
dle the resource management problem. Figure 3 also shows
the picture of a prototype design of the square sensor node,
which is described in more detail in Section 7.

3.2. The Runtime System

Figure 4 depicts the block diagram of our target runtime
system. Specifically, a user’s application program is par-
titioned into two types of tasks, namely software task to
be executed by the instruction set processor and hardware
task to be executed by the reconfigurable device. After the
application program is submitted for execution, the corre-
sponding software and hardware tasks are diverted to the
respective queues of the software task and hardware task
schedulers. In our study, we focus on developing a schedul-
ing algorithm for the hardware task scheduler. The hard-
ware/software partitioning of an application is not the con-
cern in this paper. The long-term goals of the runtime sys-
tem are to minimize the total energy consumption and exe-
cution time of the set of hardware tasks.
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Figure 4. Runtime system.

4. Scheduling Model
4.1. Reconfigurable Architecture

In our study, we consider only reconfigurable architec-
ture that is feasible for implementation using current tech-

nology. Figure 5 shows the target reconfigurable architec-
ture. As can be seen from the figure, a host CPU is con-
nected to a reconfigurable device. The host CPU is used for
configuring the reconfigurable device and transferring data
to/from the device. The reconfigurable device is divided
into two areas, static area and dynamic area. The dynamic
area implements some reconfigurable modules (RMs) for
executing some hardware tasks, while the static area imple-
ments a static module which servers as a bridge between
the host CPU and the RMs. The function of the static area
is fixed after the whole reconfigurable device is configured.
On the other hand, each RM can be partially reconfigured,
without affecting the rest of the device.
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Figure 5. Reconfigurable architecture.

Logic circuits in an FPGA device are implemented in
the CLBs, which are arranged as a two-dimensional array
inside the FPGA. We suppose that the dynamic area com-
prises W x H CLBs, where H is the height of the reconfig-
urable device and W, the width, is variant to the size of the
dynamic area. On the other hand, we assume that the size
of the smallest RM is of Wj;rn x H. In practical imple-
mentation, the height of each RM spans the full height of
the device [14], and W, n depends on the hardware task
which requires the smallest number of CLBs. Then, the
maximum number of RMs is:

w
Warin

Nyax = 1)
Here, we assume that W is a multiple of Wj,rn. Fig-
ure 6 shows some of the possible partitioning strategies
of the dynamic area for the case where Ny;jax = 8. As
mentioned earlier, because we consider practical implemen-
tation of the reconfigurable architecture, we do not allow
merging/splitting of RMs, which is the reason why the par-
titioning of the dynamic area needs to be explicitly defined.
This also follows that, to change from one partitioning strat-
egy to another, the whole dynamic area needs to be recon-
figured.

Our view on allowing different partitioning strategies
at run-time, instead of a particular one after the system
starts, is that the system needs to adapt to the changing
workloads, which are characterized by different computa-
tional complexity of tasks. In general, a more complex task
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Figure 6. Some possible partitioning strate-
gies of the dynamic area for the case where
Nyax = 8.

needs more CLBs to implement, and hence needs an RM
of wider width. Analogous to a cluster computing environ-
ment where a number of parallel programs ask for different
number of machines for execution, in our target reconfig-
urable architecture, a number of tasks ask for execution in
the RMs of different widths.

On the other hand, it should be emphasized that Figure 6
only shows a particular subset of all the possible partition-
ing strategies for the case where Njs4x = 8. For the sake
of practical implementation in an embedded system, only
a set of partitioning strategies as in Figure 6 would be im-
plemented. The reason is that it needs space in a memory
device (e.g., a flash memory chip) to store the FPGA de-
vice configuration files for each of the partitioning strategy,
whose size is typically in the order of 100 KBytes. In view
of the above reasons, the set of partitioning strategies to be
implemented should be designed to be as generic as possi-
ble, so as to cope with different workload patterns. For in-
stance, one design criterion is that, for every hardware task,
there must be a partitioning strategy implemented for the
execution of the hardware task. Another criterion is that,
if during a particular period of time the hardware tasks in
the system only require one kind of RM to execute on, then
there must be a partitioning strategy implemented such that
the dynamic area can accommodate the maximum number
of such RM.

4.2. Task Definition

We assume that the hardware tasks executing in the RMs
are independent to each other and cannot be preempted, i.e.,
cannot be stopped and resumed later on the same or differ-
ent RM. A hardware task 7; in our target reconfigurable
architecture is characterized by two parameters: 1.) f AX,
which specifies the maximum clock frequency, in MHz,
the hardware task can be executed at; and 2.) w;, which
specifies the width of the reconfigurable module needed (it
should be reminded that all the RMs share the same height).

In addition to the above two parameters, each hardware
task has execution time ¢; and energy consumption E; when
it is working at fM4X MHz for a predefined amount of

work. t; can be found out by considering the amount of
work to be carried out by the task. E; can be estimated by
adopting the energy model developed by Choi ef al. [2].
Moreover, when a hardware task is scheduled to execute in
the system, the task has an arrival time A; and completion
time C;. All the above-mentioned attributes and parameters
of a task 7T are stored in a vector vj.

In our target system, a special type of hardware task
called NOP (no-operation) is defined for each RM of differ-
ent widths. When an RM is configured with an NOP task,
we assume that the RM will consume negligible energy.
The use of NOP tasks will be elaborated in Section 5.2.

4.3. Execution Time and Energy Consump-
tion of A Task

The following two functions are defined to extract the
estimated execution time and energy consumption informa-
tion, respectively, of each task 7; executing at different fre-
quency f:

) fMAX
g (vi f) = ’T “t 2)
genergy(vbf) — f.JVfA_X - E; 3)

When applying the energy model developed by Choi et al.
[2], it is shown that the energy consumption is directly pro-
portional to the working frequency, which is the reason why
Equation 3 is such defined.

5. The Design of a Hardware Task Scheduling
Algorithm

5.1. Design Goals

Recall that in Section 3.2 we discussed the long-term
goals of the target runtime system. After we have talked
about the task definition, execution time and energy con-
sumption of a hardware task, the design goals of our pro-
posed hardware task scheduler (to minimize the total energy
consumption and total execution time of the set of hardware
tasks) are formulated as follows:

Mz'm'mize(z g« I (vy, ) 4)
Minimize(max(C;) — min(4;)) 5)

5.2. The Proposed Scheduling Algorithm

5.2.1 Overview

Algorithms 1, 2, and 3 describe our proposed hardware task
scheduling algorithm, namely ECfEE (Energy-Efficient



and Computation-Efficient algorithm with frequency adap-
tation). An overview of the algorithm is given as fol-
lows. The algorithm is divided into two parts. In the first
part, it starts by choosing a partitioning strategy with the
goal of executing a maximum number of hardware tasks
(SelectPS — T(), Algorithm 2). Then it finds a working
frequency for all the tasks selected to be executed in the cho-
sen partitioning strategy, with the goal of minimizing en-
ergy consumption (SelectW orkingFrequency(), Algo-
rithm 3). Using a working frequency as described in Algo-
rithm 3 is the key step of ECfEE for reducing energy con-
sumption, because the tasks will execute at a slower speed.
Moreover, as we will show later, it will also shorten the total
completion time of the set of tasks.

In the second part, it mainly deals with the case when a
task finishes execution. In this case, if not all the tasks have
finished execution, the scheduler needs to either find a new
task to execute on the unoccupied RM or schedule an NOP
task on the RM; otherwise, the reconfigurable device will
be reconfigured to execute another set of new tasks.

5.2.2 Details of The Proposed Scheduling Algorithm

By referring to Figure 4, our algorithm works on a hardware
task queue, Tyyeye, Whose size is changed dynamically,
i.e., hardware tasks are continuously being injected into the
queue. We assume that the queue is implemented using
some data structure such as a linked list, and hence the algo-
rithm takes as input the pointer pointing to the head of the
queue, Tyyeue_nhead- Our algorithm considers the first ¢rqnge
hardware tasks when it carries out the scheduling procedure.
To prevent some tasks from starving, we introduce another
parameter, s;, to each task T;. s; is set to zero initially, and
it is incremented by one, if T; € Tgucue[l..grange] Was not
scheduled during a round of choosing candidate tasks for
scheduling, i.e., Steps 1-6 of Algorithm 2.

In Step 3 of Algorithm 1, F' denotes the set of frequen-
cies that all the RMs in the reconfigurable device may be
clocked at. All RMs sharing the same working frequency
is a consideration for practical implementation, as recom-
mended by [14]. Moreover, the fact that the available fre-
quencies are stepped by 5 is also a practical consideration.
The primary reason is to reduce the memory space required
for storing the configuration files of the reconfigurable de-
vice. In SelectWorkingFrequency() of Algorithm 3, we
choose a working frequency for the scheduled tasks such
that all the tasks can finish execution all together, with the
minimal average difference of execution time. The reason
for doing so is that it can reduce the amount of executing
NOP tasks in Steps 14-25 of Algorithm 1. Since the exe-
cution of NOP tasks (instead of normal hardware tasks), is
considered a waste of resources, by reducing the amount of
executing NOP tasks, it can better use the resources of RMs,

and hence better use the energy of the system.

In Steps 14-25 of Algorithm 1, after a task has finished
execution, we do not choose any task that can fill the RM.
There are two reasons for that. Firstly, we want to avoid the
loop of scheduling NOP task when there is no task suitable
for execution under the current partitioning strategy but we
need to wait for the executing tasks to finish. Secondly, af-
ter all the tasks under the current partitioning strategy finish
their execution, the system can consider another partition-
ing strategy so as to schedule the maximum possible num-
ber of tasks for execution.

The dominating computation of the proposed scheduling
algorithm ECfEE is in the Select PS — T'() function, where
for each partitioning strategy, ¢ qngqe tasks have to be looked
up so as to choose a suitable partitioning strategy. Thus,
the complexity of ECfEE is O(p - ¢range) Where p is the
maximum number of partitions in the dynamic area.

Algorithm 1 ECfEE

SChedUIe(Tqueue_head)

! @range < a - Nprax /* ais a predefined constant */
 Sthreshold <— B+ Narax I* 3 is a predefined constant */
 F—{fmin, fmin +5, fary + 10, ., farax }

P — GeneratePartitioningStrategies(Nprax)
Peurrent < null /* current partitioning strategy used */
Tscheduled — null [* set of scheduled tasks */
Thot-scheduled < null /* considered but not scheduled */
fworking « null /* selected working frequency */

: while (TRUE) do

(pcur'l‘e'nt» Tscheduleds Tnot.scheduled) —

SR IIUN LR T

SeleCtPS*T(Tqueue_head» drange; Sthreshold) P7 Tnot_scheduled)

11: fuworking < SelectWorkingFrequency(Tscheduted F)
12:  Reconfigure the dynamic area for execution of tasks.
13:  while (not all the tasks have finished execution) do

14: if a task has finished execution in RM; then

15: if there is some other task still executing then

16: if 3 task T; € Tqueue[l.-Grange] and T; will finish execu-
tion no later than any current executing task then

17: Schedule T’; to execute in RM ;.

18: if T; € Thot_scheduled then

19: Tnot.scheduled - Tnot_scheduled -T;

20: end if

21: else

22: Schedule NOP task to execute in RM ;.

23: end if

24: end if

25: end if

26:  end while
27: end while

6. Simulation Results
6.1. Simulation Setting

Because currently there is no benchmark package for a
reconfigurable system, similar to [5, 11], the performance of
the proposed scheduling algorithm is studied through sim-
ulation. The simulation program is written in C. We con-



Algorithm 2 ECfEE—Selection of Partitioning Strategy
and Tasks for Scheduling

SGICCIPS'T(Tqueue_headv drange; Sthreshold:s P, Ty ot_scheduled)

1: if 3 s; > stnreshotd and T; € Thot_scheduled then

2: S5 max(si‘Ti S Tnot.scheduled)

3:  Select pcurrent € P which allows the task having s; and the max-
imum number of other tasks € Tgueue[l..grange] to execute in the
RMs.

4: else

5:  Select peurrent € P which can accommodate the maximum num-
ber of tasks within Tyyeue[l..grange)-

6: end if

7: Denote the set of tasks which contributes to the selection of peurrent

as Tscheduled-

8: Thotscheduled —

Tscheduled)

9: Tqueue — Tqueue -

Tnot_scheduled U (Tqueue [1--%"(17196] -

Tscheduled
10: s; < s; + 1, where T € Thot_scheduled

Algorithm 3 ECfEE—Selection of Working Frequency for
the Tasks Selected for Scheduling
SelectWorkingFrequency(Tscheduled > £)

L fMAX eq — min(FMAX|T; € Tochedutea)

scheduled

2: Foreach f € Fand farrn < f < fs]\glgiiitled’
° Gtime

average — . Z gtime(vi’f)’ where T; €
Tscheduled

° Z(Gfliggsage - gtime(vh f))Q’ where T; € Tscheduled
3: Denote the f which gives the smallest value of Y (G&me. ge —
gt"™¢(v;, f))? in the previous step as fuorking-

calculate:

1
[Tscheduledl

struct Ty,eqe by randomly generating a set of tasks of the
following parameters: 1.) Npyax = 8 and Wy iy = 1,
and task width w; € [1,2,4,8]; 2.) Fyin = 20 and
Fyrax = 50 such that fMAX € [20..50] and fuorking €
[20, 25, 30, 35,40, 45, 50]; 3.) ¢; € [500, 5000] ms; and 4.)
E; € [100,1200] mJ, which is proportional to w;.

6.2. Tradeoff between Execution Time and
Energy Consumption

In our simulations, we set 3 = 2, which means that
Sthreshold = 16. Figures 7(a) and 7(c) show, respec-
tively, the total execution time and total energy consumed
in executing 1000 randomly generated tasks. As can be
seen from the figures, for g,qnge smaller than 15, the to-
tal execution time and total energy consumed decrease with
Grange- The reason for this is that by using a larger g,qnge,
the scheduler can choose a better partitioning strategy to
schedule more tasks for better utilization of the RMs. This
also means that the tasks are likely to execute at a fre-
quency lower than f4X and hence energy is saved. On
the other hand, for g,qnge larger than 15, an increase in
Grange causes the total execution time to increase and the
total energy consumed to decrease. The cause of this is due
to the fact that by further increasing g¢rqnge, the scheduler

can further schedule more tasks in a partitioning strategy.
However, by considering more tasks, the f é‘g,;iéid q Chosen
(SelectWorkingFrequency(), Algorithm 3) will be of a
lower value. As aresult, the fy,orking chosen will also be of
alower value, causing the tasks take more time to finish, but
save more energy. Thus, from Figures 7(a) and 7(c), we can
see that grqange = 15 is a good tradeoff between the total
execution time and total energy consumed. The same value
of ¢range = 15 is observed in the execution of 2000 tasks,

as shown in Figures 7(b) and 7(d).

(b) execution time—2000 tasks
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Figure 7. Total execution time and en-
ergy consumption against different values of
qrange in ECfEE.

6.3. Comparison with An Existing Algo-
rithm

The problem of placing reconfigurable modules onto the
dynamic area of the 1D-slotted model as shown in Figure 2
is similar to the 1D bin-packing problem. Best-Fit and First-
Fit are two well-known online algorithms for the 1D bin-
packing problem, and they have been considered for hard-
ware task placement [1]. In our study, we have adapted
a variant of Best-Fit to compare the performance with our
proposed scheduling algorithm. We name this algorithm BF
and the algorithm is outlined in Algorithm 4. On the other
hand, it should be noted that BF is effectively ECfEE with
Grange = 1. To choose a suitable partitioning strategy, BF
only considers the head task of the task queue for each parti-
tioning strategy. Thus, the complexity of BF is O(p) where
p is the maximum number of partitions in the dynamic area.

In Figure 8, we compare our proposed scheduling algo-
rithm ECfEE with BF. For the comparison, 1000 tasks are



Algorithm 4 BF
Schedule(Tyyeue_head)
I F—A{fmin, fmin +5, fmiv +10, .., farax
2: P = GeneratePartitioningStrategies(Narax)
3: while (TRUE) do
4:  Select pecurrent € P where the partitioning strategy pcurrent al-

lows the head task of Tgyeue to execute and contains the maximum
number of RMs.

5:  With reference to the fiM AX of the head task, select the largest
possible fiy,orking € F.

6: Schedule the head task to execute and remove it from Tgyeue-
For any free RM in current partitioning strategy, if the head task
of Tyueue can execute on it, schedule the head task to execute and
remove the task from Ty eve. This step is repeated until no suitable
task is found.

8:  Run Steps 4-7 when a task finishes execution.

9: end while

executed. From the figures, we can see that, when com-
pared to BF, ECfEE can significantly reduce the energy
consumption and execution time. Specifically, ECfEE can
reduce execution time and energy consumption by 26% and
14%, respectively. From these results, it is interesting to see
that by exploiting adaptive working frequency of hardware
tasks, we can not only reduce the total energy consumption,
but also reduce the total execution time of the tasks.

100

(a) task completion (b) energy consumed

Figure 8. Performance comparison between
ECfEE and BF.

7. Prototype Design of the Square Sensor Node
7.1. Hardware Platform Design

Figure 9 shows the block diagram of a prototype design
of the square sensor node shown in Figure 3. The proto-
type consists of two FPGAs—the master FPGA is for im-
plementing a MicroBlaze based pClinux system [6] while
the slave FPGA is for carrying out some hardware tasks
(note that a leaf node consists of only the master FPGA
with a camera attached to it). A camera is attached to

the slave FPGA so that the square sensor node can also
take the job of environmental monitoring. Moreover, some
SDRAM memory is attached to the slave FPGA for storing
image data so that the image can be processed quickly. In
the system, there is an RFM DR3100-1 433.92 MHz/115.2
kbps transceiver module [10], which enables the square sen-
sor node to talk to other nodes, on which there is also a
transceiver module. On the other hand, the camera used in
our study is a COMedia C3038 camera module [3], which
can capture a color image of up to 356 x 292 pixels.

MASTER FPGA
Other Peripherials )—

UART (for console/

SLAVE FPGA
MicroBlaze uClinux B Xilin
. System on Xilinx i
file transfer) (for Input/Output rtan-1l 200K
) Spart-1l 200K ( p put) Spartal 00
RF Transceiver )—
| SDRAM Camera

1 Functions of GPIO: !
1 1. RF mode (send/receive/sleep) selection |
| 2. Configuration of SLAVE FPGA

13. Issuing of tasks on SLAVE FPGA:

| a. sending of control signals

3 b. sending/receiving of data signals

Figure 9. The block diagram of a square sen-
sor node.

7.2. The Application

Our target application in the wireless sensor network is
edge detection, a well-known image processing technique.
The edge detection process is a bottleneck in the application
scenario, and therefore the process is worth being carried
out in an FPGA so as to increase the system performance.
The square sensor node itself will constantly capture some
images to perform edge detection. In addition, it will also
receive images from leaf nodes to perform edge detection.
The resulted images after edge detection will then be sent
to upper layers and finally to the base station. To enhance
data security, the resulted images after edge detection can be
encrypted using the DES encryption algorithm before they
are sent out. Thus, the following hardware tasks are defined
for the square sensor node: 1.) capture an image and save it
to the SDRAM; 2.) perform edge detection; and 3.) perform
DES encryption.

The partitioning of the slave FPGA for executing the
above three hardware tasks is shown in Figure 10. Despite
that the chosen FPGA device can only allow us to execute
a quite limited number of hardware tasks at the same time,
which does not allow the full utilization of the proposed
scheduler, we would like to demonstrate the potential of us-
ing a such scheduler.

7.3. Implementation Results

Using the TIFF format and a resolution of 356 x 292
pixels, a captured image is of size 310KBytes while the
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Figure 10. Partitioning of the slave FPGA for
executing different hardware tasks.

resulted edge detection image is of size 57KBytes. There
is about 82% reduction in file transfer size when we trans-
mit the resulted edge detection image instead of the original
image, which can greatly reduce the bandwidth and energy
consumption.

When executing the above-mentioned tasks using the
slave FPGA (instead of using the 48 MHz MicroBalze mi-
croprocessor), on which the DES engine runs at 33 MHz
while the edge detection algorithm runs at 20 MHz, the
speedup factors for image capture, DES encryption and
edge detection are 60, 40 and 22, respectively. The speedup
factor is defined as follows:

execution_time(MicroBlaze)
execution time(FPGA)

Speedup = (6)

We have also compared the execution of the above three
hardware tasks in an execution environment with and with-
out multitasking support. Without multitasking support, the
three tasks are executed alternately in the FPGA. With mul-
titasking support, DES encryption and image capture are
performed concurrently in the FPGA. It is found that, with
multitasking support, the total execution time of the three
tasks is reduced by about 15%.

8. Conclusions

In this paper, we have presented the design of a hardware
task scheduler in an embedded reconfigurable computing
platform for batch processing of image data in a wireless
sensor network. We have also presented a prototype design
of a sensor node which employs reconfigurable computing
for batch processing of image data. Implementation results
show performance gain in adopting such system design.
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