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Abstract New approaches to realizing multimedia streaming ser-
vice in P2P overlay networks are discussed in multi-source
Multimedia contents are distributed to peers in variousstreaming (MSS) models [5, 8] where multiple contents peers
ways in peer-to-peer (P2P) overlay networks. A peer whickend packets of a content to a leaf peer. A large number
holds a content, even a part of a content can provide othef leaf peers are required to be supported and even a low-
peers with the content. Multimedia streaming is more sigeerformance personal computer can support a content. In one
nificant in multimedia applications than downloading waysapproach to synchronizing multiple contents peers in the MSS
in Internet applications. We discuss how to support peemsiodel, one contents peer is a controller and the other contents
with multimedia streaming service by using multiple contentgeers transmit packets of a content to a leaf peer according to
peers. In our distributed multi-source streaming model, a cokthe order of the controller [5, 8]. Itayet al. discuss a central-
lection of multiple contents peers in parallel transmit packetized coordination protocol [5] similar to the two-phase com-
of a multimedia content to a requesting leaf peer to realize thmitment (2PC) protocol [14]. It takes at least three rounds to
reliability and scalability without any centralized controller. synchronize multiple contents peers. Then, the contents peers
Even if some peer stops by fault and is degraded in perfocan start transmitting packets of the content to a leaf peer. Liu
mance and packets are lost and delayed in networks, a rand Voung [8] discuss a protocol where a requesting leaf peer
questing leaf peer receives every data of a content at the rsends a transmission schedule of a content to multiple con-
quired rate. We discuss a pair of flooding-based protocoldents peers. Each contents peer synchronously starts transmit-
distributed and tree-based coordination protocols DCoP anting packets according to the schedule. Although it is simple
TCoP, to synchronize multiple contents peers to reliably an implement the MSS model in the centralized approach, it
efficiently deliver packets to a requesting peer. A peer can liakes time to exchange messages to synchronize multiple con-
redundantly selected by multiple peers in DCoP but it taken kignts peers and collect states of multiple contents peers.
at most one peer in TCoP. We evaluate the protocols in terms
of how long it takes and how many messages are transmittgps
to synchronize multiple contents peers.

In the asynchronous multi-source streaming (AMS) mod-
[3-5], each of multiple contents peers asynchronously
starts transmitting packets to a leaf peer and sends only a part
of a multimedia content different from other contents peers.
. Here, every contents peer is, possibly periodically exchang-
1. Introduction ing state information on which packets it has sent with all the
other contents peers by using a simple type of group commu-
Multimedia streaming applications [9, 12, 13] like musicnication protocol [10]. The large communication overhead is
streaming and movie on demand are getting more signifimplied since every contents peer sends state information to
cant than downloading service in the Internet applicationall the contents peers. In this paper, we take a gossip-based
[1]. Here, multimedia contents have to be reliably delivflooding protocols [6, 7] to reduce the communication over-
ered to users from providers of the contents while real-timeead. First, a leaf peer sends a content request to some num-
constraints are satisfied. In peer-to-peer (P2P) overlay ndfer of contents peers. Then, a contents peer starts transmitting
works [2,11,16], multimedia contents are in nature distributedackets to the leaf peer on receipt of the content request. Here,
to peers in various ways like downloading and caching. Peetise contents peer selects some number of contents peers and
which have multimedia contents can support other peers witlends a content request to the selected contents peers. There
the contents. Peers supporting multimedia contentg@ne are two algorithms; a contents peer may be selected multi-
tentspeers. Peers which receive multimedia contents fromle peers and is selected by at most one peer. The former
contents peers ateaf peers. The contents-leaf relation is rel-is a redundant type namatistributed coordination protocol
ative, i.e. each peer can be a contents or leaf peer. (DCoP) and the latter is a non-redundant type nannee-



based coordination protocdlTCoP). A content request car-

ries information on which packets the contents peer has sent cp, -.....S%.....
to a leaf peer at what rate. Each of the selected peers makes a

decision on which packets to be sent. In addition, parity pack- p ___ CC
ets for some number of packets are transmitted so that a leaf

peer can receive every data in a content even if some number cp. .....CCs .

3

of packets are lost and contents peers are faulty.

In section 2, we discuss how to allocate packets of a con-
tent to contents peers in heterogeneous environment. In sec-
tion 3, we discuss DCoP and TCoP. In Section 4, we evaluate ~ Figure 1. Multi-source streaming (MSS).
the coordination protocols in terms of how long it takes to
synchronize all the contents peers and how many redundant «— time &, 3, 2, u o

packets are transmitted.
cL) | cLi | e} | cL’ | cL! | cL,
2. Multi-source Streaming (MSS) Models
21, T2 0
Multimedia contents are distributed to peers in various CL CL CL! CL,
ways like downloading and caching in a peer-to-peer (P2P)
overlay network. For example, a peer obtains a free movie = - 0
CL: \ CL; CL,

from an acquaintance peer by downloading and then supports
some part of the movie to other peerscéntentpeer which
holds a multimedia content, even a part of the content can send
the content to other peers. A peer receiving a content from
a contents peer is keaf peer. Each peer can play any role
of contents and leaf ones. A contents peer may not support .
L > P y pplpacketstl, to, t4, andts, C' P, transmitsts andtg, andC Ps
enough transmission rate due to the limited resource, degta- . ; o B
. . . . transmitst; to L P; for one time unit, i.e.pkt, = (t1, ta, t4,
dation of quality of service (QoS), and faults in networks. ~ . ;
) . . ts, ...), pkta = (ts, tg, ...), andpkts = (t7, ...) as shown in
One contents peer transmits packets of a multimedia cop: X ) A,
L -igure 1.|pktq| : |pkto| : |pkts| =4 :2: 1.
tentto a leaf peer on request from the leaf peer. Thisis a tra |-A . k Kt i ket includi
tional single-source streamingpodel but the contents peer is union pkt, U pkts IS @ packet sequence including ev-
of sequencgest; andpkt,. For example,

a single point of failure and performance bottleneck. In ordet™Y packetin a pair .

to support a large number of leaf peers, a contents peer is Rlits Upkta Upkts = (1, t2, t3, ta, t5. te, L7, ts). Anintersec-
quired to be realized in a high-performance, expensive servi N pkt; N pkt, is a sequence of packets which are mclgded
computer. A multi-source streaming model [3-5] is propose bothpkt, andpkts. Letpkt(t;] andpkt[t;) show a prefix

to realize the higher scalability and reliability of streaming\"!’ .- ti) and postfix{t;, i1, ..., 1;) of @ packet sequence
service by using personal computers in a P2P overlay né’c’ft = (t1, ""tl?’ rgspgctwely. )

work. Here, a system is composed of multiple contents peers Data transmission in a chanr@l; is modeled to be a se-
CPy, ...,CP, (n > 1) supporting a multimedia contegt ~quence of time slot§'L;, CL, ..., CL{* (c; > 1) where the
and multiple leaf peer&P;, ..., LP,, (m > 1) which would kth packet in a subsequengekt; = (t}, ¢7, ..., t;") can be
like to use the content’, i.e. see the movie content. A pair transmitted in thekth time slotC'L} wherec; = |pkt;|. Let
of a contents peef P, and a leaf peef P, are interconnected 7 be the length of a time slot, which shows time for trans-
in a logical communication channélC; of the underlying Mitting a packet inC'Cy. bwy @ bwy : bws =71 @ 731 73 =
network. A packet is a unit of data transmission in an ur : 2 : 1. Figure 2 shows time slots of the chann@ls;,
derlying network. A content is decomposed into a sequenéeC2, andCCs. st(CL}) andet(C'LY) show wherC'P; starts

of packets. Multiple contents peef&,, ..., CP, in parallel and finishes transmitting theth packettf in pkt;, respec-
transmit packets of a content to each leaf pekr in the MSS  tively. st(CLY) is 0 andet(C'L;) = st(CLY) +7; = st(CL; ™)

Figure 2. Time slots.

model. for everyCC;. Here,CL} precedesCL! (CLY — CLY) if
Each contents peefP; (i = 1, ...,n) sends a part of a €t(CL}) < et(CL%). LetCL be a set of all the time slots in
sequencepkt of packets(tll e tl) (I > 1) of a multime- CcCy, ...,CC,. Time slots inCL are partially ordered in-.

dia contentC' to a leaf peetL P,. Here, |pkt| = 1. Suppose A time slot C'L is initial iff there is no time slotC'L’ such
three contents peef&P;, CP», andCP; transmit packets in thatC'L’ — C'L in CL. Packets are allocated to time slots as
a packet sequenqeit = (t1, ..., ts) of a contentC to LP, follows:

wherebw; : bws @ bws =4 : 2 : 1. EachCP; transmits a [Allocation of packets] For each packet; in a packet se-
subsequencgkt; of the packet sequengdt to LP;. |pkt;| quencepkt of acontentk=1,...,l),

> |pkt;| if bw; > bw;. For example, the fasteStP; transmits 1. Find an initial time sloC L such thatst(CL) > st(CL’)



CP, CL} —+CL—CL}—CL!—CL} —»---- In the second unicast way, a leaf pdeP, sends a con-

| \ tent request to only one contents peer, 64 [Figure 4(2)].
CP, | CL; CL; CL) —---- Then,C P, starts transmitting packets 1aP, and sends a con-

i M trol packet to another contents peer, $a¥, to inform what
cp, CL! L2 —---- packetC'P; has sent. On receipt of the control packét,

starts transmitting packets foP; and sends a control packet
to C'Ps. Finally, C P, starts transmitting packets faP,. This
Figure 3. Precedence of time slots. implies the minimum redundancy but it takes the longest time
all the contents peers to synchronize.
for every initial time slotC' L’ in the time slot se€L.
2. Allocate the packet;, with the time slot”' . and remove
CL fromCL.
From Figure 3, packets are allocated to time slots as shown
in Figure 1. A leaf peell P; can deliver a packet, with-

out waiting for any packet ofy, ...,t,_1 sincety, ..., tp_1

preceding; are surely delivered on receipt ©f.

[Packet allocation property] On receipt of a packei,, a leaf (1) Broadeast. (2) Unicast.

peer L P, receives every packe}, precedingt, in a packet

sequenceﬂct — <t1 o t[)_ ——» :content request. = ----1 » : control packet.

3. Distributed Coordination Protocols Figure 4. Coordination.

3.1. Types of distributed coordinations We propose a flooding-based approach similar to the gos-

sip protocols [6, 7]. A leaf peek P; first sends a content re-

Multiple contents peer§'P;, ..., CP, are required to co- duest to only some numbe{ (< n) of the contents peers

operate to reliably deliver packets of a contétto a leaf peer a@s shown in Figure 5. On receipt of a content request from

LP,. We take a distributed approach [3, 4] where each cor-Fs, @ contents peef'P; starts transmitting packets at rate

tents peerC’Pi independent]y starts transmitting packets OrYVhereT shows the transmission rate of a multimedia content,

receipt of a content request frofP,. Here, we assume each €-9. 30 Mbps for video streaming. That isP; has to receive

C P; supports the same transmission ratd.#,. Letpkt be €very packet of the content at rate ). A contents pee€'P;

a sequence of packets, ..., t; of a multimedia conten€'. s activeiff C'P; is sending content packets foP;. Other-

While transmitting packets of' to LP,, eachCP; informs ~ Wise,C'F; is dormant. Here, lepkt; be a subsequengt;,

the other contents peers of which packéf3 has sent at what Of packets of a content whioi P; sends tal.P,. We assume

rate and the view showing which contents p€e?; perceives that every contents peer can transmit packets at the same rate

to be active. for simplicity in this paper. First, suppose every contents peer
In the first broadcast way [5], a leaf pebP, broadcasts CF; selected by. P, sends the same packetsit®, i.e. pk;

a content request of a multimedia contéhtto all the con- = Pkt. Since each of the selected contents peers sends every

tents peer<’Py, ..., CP, [Figure 4(1)]. On receipt of the Packetin the sequenge:t to LP; at the content rate, the

request, every’'P; starts transmitting packets in the packefackets arrive al.P; at rate H7. Let p; be the maximum

sequencekt of the contentC to LP,. Here, LP, receives receipt rate of the leaf pediPs. If Hr < p;, LP; receives

the most redundantly each packet from every contents peg¥ery packet sent by the numbigrof contents peerd. P; can

While transmitting packets tb P,, eachC P; exchanges con- Surely receive every packet of the sequepkeeven if some

trol packets with the other contents peers in a simple type §Pntents peers are faulty and packets are lost and delayed in

group communication protocol. Control packets carrying sefome channel wittl ;. Otherwise L P, loses packets due to

vice information onC'P;, i.e. which packet§’ P, has most re- the buffer overrun.

cently sent, view showing which contents peers are perceived

to be active, and bandwidth tbP,. On receipt of a control 3.2. Reliable transmission

packet, eacli’ P; changes the transmission schedule on which

packets to be sent at what rate. It takes one round for every If each contents peer sends packets different from others,

contents peer to start transmitting packetd.#8,. However, a leaf peerL P, cannot receive every data of a content even

LP, may lose packets due to the buffer overrun. In additionf packets are lost or contents peers are faulty. On the other

C'P; sends a control packet with the service information to evhand, if every contents peer sends the same sequence of pack-

ery contents peer. This way implies large overhead for conets, L P, receives every data in presence of packet loss and

munication among contents peers. faults of contents peers biitP, overruns buffer. In order to



e For thejth packett in an enhanced subsequence [kt
t is allocated to a subsequende ,, wherei = j mod H
+ 1.

For example, the enhanced sequence]ﬁol@t , 1,
ta, 13, t(3,4), ta, - - .) is divided into three subsequences [fkt]
= <t<172), ts3, ts5, .. > [pkt]Q <t1, t(g 4) te, .- .>, and [pkﬂ3 =
(t2, ta, t(5.6), - - -) @S shown in Figure 6 b). Sindé contents
peersCP;,, ..., CP, (CPs, € {CPy, ..., CP,}) trans-
mit packets to the leaf pedrP;, eachCP;, sends packets
ina subsequencqﬂﬁt]gi at rater(h + 1) / (hH). The leaf
peerL P, receives packets at ratéh + 1) / h. Here, even if
(H — h) contents peers are fault§,P, can receive every data

> : request. of a content from the othef operational contents peers. In
addition, even if packets are lost with/(— h) channels in a
bursty manner[. P, can receive every data of a content. For
. . L h = H — 1, each contents pe€éfP,, sends packets at rate/
Figure 5. Flooding-based coordination. (H — 1) and the receipt rate dtP, is 7 H | (H — 1).

reduce the communication overhead and increase the reliabil-
ity, packets are transmitted as follows:

1. Every contents peer does not send every packet in a
packet sequengeg:t of a content to a leaf pedrF, i.e.
pkt; N pkt; = ¢ for every pair ofC'P; andC'P;.

2. Parity packets are transmitted so that data of every packet
in each subsequenggt; can be obtained from packets

of other subsequences. [] : packet. pkt: [12|112](3][B4)[2)5 1 6][56] ===
For example, one parity packet »y is created for a pair [CJ]: parity packet.
of contingent packets; andt, as shown in Figure 6. Here, o) Fully redundant. b) Partially redundant.
even if eithert; or t, is lost, data in the lost packet can be
recovered from the other packet and parity paeket, [15].
Formally speaking, a packet sequenée = (i1, ts, ..., ) Figure 6. Packet sequence with parity packets.

is separated to subsequenegs= (ti, ..., tx), s2 = {tpi1,
.,tan), ...forh > 1. Each subsequenegis arecovery seg-

mentandh is parity interval. For the (¢ 1)-threcovery seg- 3.3. Selection of contents peers

mentsgy1 = (ti4dn, tatdhs -+ ta+yn) (d > 0), one parity

packetpq = t(11an,a+1)n) IS created by taking the exclusive  Each active contents peétP; randomly select$] (< n)

or (XOR) of the packets; 4, - - -, t(a+1)n- The parity packet other contents peers out of (- 1) contents peers except for

pa is inserted in the recovery segment.; for j =d modh  CP; while transmitting packets to a leaf peeP; on receipt

as follows; of a content request from another pe€tP; and the selected

contents peers send packets in a subsequetigeto a leaf

: o b po Vorl<j<h—2 peer, i.e. totallyH contents peers send packets. Here, a con-

L dhﬂ'];d' dh““’f'o'r' o _—1‘7 = : tents peer may be selected by multiple contents peers. If a

® (L1t - baran Pa) fOF j ' contents peer selected I6yP; is taken by another contents
Let [pkt]" show anenhancegacket sequence obtained bypeer, CP; may not takeH ones. Hence('P; may obtain

inserting parity packets to a sequende for parity interval only H; (< H) contents peers. One isredundantapproach

h (> 1). Here,|[pkt]"| = |pkt| (h + 1) | h. For example, where one contents peer may be selected by multiple parents

an enhanced packet sequengkt]® = [(t1, t2, t3, 4, t5, ts, as shown in Figure 5. The other is:an-redundantaipproach
L% = =(t(1,2), t1sto, t3, tisay, tas ts, te, Lis 6y, - - -) IS Created  where each contents peer can be selected by at most one par-

for a sequenC@kt = (t, to, t3, t4, ts, te, ...) @nd parity ent. We discuss how to select contents peers later.

interval h = 2 as shown in Figure 6 b). Even if one packetin Suppose a contents pe€; is selected byC'P;. Here,

arecovery segmest; 1 = (t14.an, - - - t@a+1)n) With a parity  C'P; andC'P; are referred to agarentandchild, respectively.

packetp, is lost, data in the lost packet can be recovered frorihe parentC'P; sends a control packetto each childCP,

the other packets. An enhanced sequence]fpie divided to makeCP; start transmitting packets tbP,. Here, the

into H subsequencesit,,, ...,pkts, (s, € {1,...,n} and control packet: carries the viewt’ W, the sequence num-

1< u < H) as follows: ber SEQ; of a packet whichC'P; has most recently sent to

(Pa> tians -+ »t@a+nyn) forj=0.



LP;, the transmission rate;, and the numbe#; of child contents peers, a contents pé&pr; may be selected by mul-
contents peers. On receipt of a control packéiom a par- tiple parents, say'P; andCP,. One way is that'P; takes
entCP;, a child CP; knows by what transmission schedulebothC P; andC P, as the parentsU' P; creates subsequences
CP; is transmitting packets. Based on the information on thekt;; from pkt; of CP; and pkt; from pkt, of CP, as
parentC' P;, C P; makes the transmission schedule and starfsresented here. Then, the subsequepées andpkty; are
transmitting packets t@ P; according to the schedule. Eachmerged into a subsequenget iy = pkt;; U pkty;. CP;
child C'P; transmits a subsequence of the packet subsequersends packets in the subsequepke,;.;) to the leaf peer
pkt; of the parenC P;. LP,. OnCPy’s selectingC'P; as a child, the child’P; might
We have to discuss which packets each child contents pd#ve been taken already as a child of another parent and been
CP; starts transmitting on receipt of a control packdtom sending packets in a subsequepée; to LP,. On receipt
a parent contents pe€tP;. Suppose a parefitP; is sending of a content request from a parefit’;, a pair of the subse-
packets in a packet subsequenpée;. As discussed before, quencegpkt; andpkt;; are merged tQkt; = pkt; U pkt;;.
a contents peef' P; creates an enhanced sequence [Pkt Here, a parenC' P; surely takes the numbeéi of child con-
from the sequencekt; for parity intervalh;. Each child tents peers while some of the children may have multiple par-
CP; is assigned with a subsequenge ;; obtained by divid- ents. ThatisH; = H. Question is when each contents peer
ing the enhanced subsequence [kt to the number; of ~ CP; can stop selecting child contents peers. A control packet
child contents peers. The par€np; informs a childC' P; that ¢ sent by a parenC’ P; carries the view/W;. On receipt
C'P; had most recently sent a packett the transmission rate of the control packet, V' W; is updated to b& W; U c.VIWV
7; whenC P; sent the control packetto C' P;. On receipt of (= VW;). Here, if[VW;| = n, CP; does not send a control
the control packet from the parenC'P;, the childC'P; per- packet to selected child contents peers. An enhanced subse-
ceives thatC P; sent the packetto the leaf peel.P; § time  quencepkt;; (= [pkt;17) is obtained by adding parity packets
units before [Figure 7]. The pare6tP; has sent the number to pkt;, i.e. obtaining an enhanced sequence [P#tand di-
& 1 7; of packets for time units sinceC' P; sent the packet  viding [pkt;]* to H subsequences, i.e. [pAf’ to CP;.
until the child C P; receives the control packet The child
CP; marks the § / 7;)-th packetm; following the packet
in a subsequengg:t;. Here,m; is referred to asnarkedfor
the packet. The childCP; is required to send packets fol-
lowing the marked packet ;. From the postfiykt; (¢] of the We discuss thelistributed coordination protocolDCoP)
subsequencgkt; for the packet, the childC'P; constructs a Where a child contents peer may be selected by multiple par-
subsequencekt;; of packets by inserting parity packets forents. LetCP be a set of contents peetsP, ..., CP,. We
the numberH; of the children ofC P; and parity instancé;. ~ introduce the following procedures to present the coordina-
The childC P; sends packets ikt ; to LP,. The parenC P; tion protocol. A functionSelect(CP,C P;, m) gives a set of
also changes the packet subsequengg:tg and the rate to at mostm different child contents peers for a contents peer
;1 (H; + 1) ond time units afteiC' P; sends to control packet C'P;, which are selected ina séP — {C'P; | CP, € VW, }.
as the child contents peer. Hence, the pat&ffandH; chil-  If VIV; = (1, ..., 1),¢ is returned. A functiorEsq(pkt, 1)
dren transmit packets according to the transmission schedul#ves an enhanced subsequenee]" obtained by inserting
i.e. totally H; + 1 (< H) contents peers. parity packets to a sequengkt for parity intervalh. Div(pkt,
H, CP;) outputs a subsequenggt; of a sequencgkt which
is obtained by dividingkt into H subsequences and assign-
ing one of them to a contents pe@P;. Mark(C P, pkt, t, 0,
7) shows a marked packst in a sequencegkt which is to be
sent byC P; on ¢ time units afterC' P; sent a packet in pkt
wherer is the transmission rate @ P,. Psend(CR, pkt, T,
LP;) means thaf’ P; sends packets in a sequepée to a leaf
[t;/(H+1)] peerLP; atrater. Csend(C'R, ¢, C'P;) shows that a contents
peerCP; sends a control packetto CP;. Current(CF;)
shows a packet whict' P; has most recently sent. We show
the protocol DCoP for the numbéf, parity intervalh, leaf
peerL P, and content rate as follows:
[DCoP(CP, LP;, H, h, n, T)]
[ 1:transmission rate. 1. First, a leaf peell P, selectsH (< n) contents peers in
CP and sends a content requestf a multimedia content
C to the selected contents peers;
Figure 7. Transmission. C := Select(CP, H);
C.T =T
Since a parent contents pe@iP; randomly selects child Csend(LR, ¢, CPy);

3.4. Redundant coordination protocol

time



2. On receipt of a content requestfrom LP;, a contents the positive acknowledgment i@. The following procedure

peerC P; does the following actions: [Figure 8] is taken:
e creates an enhanced sequence]fpktom a packet [TCoP(CP, LP;, H,n, )]
sequencekt and then obtains a subsequepée; 1. First, a leaf peel. P, selectsH (< n) contents peers and
from [pkt]"; sends a content requesbf a multimedia conten€ to
pkt; .= Div(Esq(pkt, h), H, CF)); the selected contents peers as DCoP where 7.

e starts transmitting packets jt¢; to L P, at rater; 2. CP; randomly select#l contents peers and sends a con-
7 = c1.7(h + 1) [ (hH); trol packete; to each of the selected contents peers while
Psend(C P;, pkt, 7;, LP), sending packets in a subsequepke; to LP;

e selects I — 1) contents peers frol@P; pkt; = Div(Esq(pkt, t), H + 1, CP;);

C := SelectCP, C'F;, H); i = crr(h+ 1) 1 (W(H + 1));
e sends a control packetto the selected contents PsendCP;, pkt, 7, LP.);
peers; C = Aselect(CR, CF;, H),
For everyCP,, VW, == 1if CP, € C, other- t := Current(CP)); ¢1.SEQ :=t.SEQ;
wise VW :=0; VWi =1,60.VW;, :=1if CP, € C;
. VW =VW; c1.7 =71 1T =T
t:=Current(CP;); c1.SEQ :=t.SEQ; Csend(CEB, ¢1, CPy) for everyC Py, in C;
Csend(CR, ¢, CPy) foreveryCP, € C; 3. On receipt of the control packet from C P;, C'P; sends
° ,sAtfézr :;t takesd time units,C' P; does the actions of a confirmationce; to C'P; if CP; takesC'P; as the par-
: ent.

3. On receipt of a control packej from a parentCP;, a
contents peef’'P; does the following actions:
o VW, =VW,Uc VW,
e creates an enhanced subsequengg:t;; =
[pkt;[m;)]" from a postfix pkt;[m;) of the
subsequencegkt; of CP; wherem; is a marked

Csend(CR, cc1, CPy);
4. CP; collects the confirmations from the selected con-
tents peers. Theid,/P; sends a control packet to each
of the confirmed contents peers.
H, := Areceive(C,CPF;);

o . VW =VW,,
packet for a packet wheret.SEQ = ¢;.SEQ; - N . ]
m; = Mark(CP,, pkt;, 1, 6, 7;); L= Current(CFy); ez SBQ =158
epktﬂ = ESCI(Pkt [m]> ) CQIn ..: ||j_|, |
e transmits packets in an enhanced subsequence5 o 20 tjf' ; CP. CP. d h b
plit j; from epkt j; to LP;; n receipt ofc, from CP;, CP; eco.mposes e subse-
pkt;; = Div(epkt;, H + 1, CPy); quencepkt;[t) to a subsequengekt;;

t:= (6 / 7j)-th packet fromep. SEQ in pkt;;

m; = Mark (CP;, pkt;, t, 6, 7;) for a packet such
thatt.SEQ = ¢2.SEQ);

pktji = ESC](pk'tj[mj>, CQ.TL);

1i =cp.r(h + 1) 1 (W(H + 1));
PSGndCPi, pktji, Tis LP‘;)v
o if [VW;| < n, selectsH contents peers and sends a
control packet to the contents peers;

C := SelectCP, CP;, H); 7i =7l cam; _

if C = ¢, C'P; stops selecting child peers. PsendCPy, pht;i, i, LP.); .

VWi :=1if CP, € C: e VIV := VWi 6. CP; also makes a subsequengkt;; as presented in

LT =T CP;. On ¢ time units after sending the control packet

t:=Current(CF,); c1.SEQ :=t.SEQ; co, CP; sends packets ipkt,;; at rater; / co.n.

Csend(CR, ¢, CP;) for everyCP;, € C; If a contents pee€'P; could find no child,CP; stops se-

lecting child contents peers. Here, a set of contents peers are

3.5. Non-redundant coordination protocol structured in a tree whose root is a leaf pédt;. A tree of

Figure 9 is obtained from Figure 5. Compared with DCoP, we
can remove the redundancy but it takes three rounds for each

In another non-redundant way nantezk-based coordina- 3 :
selection of child contents peers.

tion protocol(TCoP), each contents pe@P; takes either one
of CP; andC P, as the parent i€’ P; andC' Py, selectCP; as a
child. For example('P; takesC' P; smceC’P receives acon- 3.6. Examples

trol packet fromC P; beforeC P;. Hence aparer P; has to

know which contents peer selected can be a child Bf. As- First, a leaf peelL P, sends a control packet to three con-
elect(CP, CP;, H) selectsH different contents peers®P —  tents peers randomly selected, say?;, CP,, andCP; of
{CP;} — {CP, | VIWV;, = ON}, i.e. selects contents peers ina multimedia conten’. Let pkt be a packet sequence,

CP excluding the parenf'P; and contents peers whi€hP; ¢, ...). EachCP; of the contents peers sends an enhanced
knows to have been selected. Hegselec{CP, CP;, H)| packet subsequence [z]@ias shown in Figure 6. Herqu{t]f

< H. Aselect(C,CPF;) collects a contents peer which sends= (t(1 9y, t3, t5, t(7.5), to, ...), [pkt]3 = (t1, t3,4ys e, tr,



...) is enhanced by adding parity packets for parity interval
h = 2. Here, a subsequentgs (7,s)), ts, t(7,8y, o, t(9,11),
t11, t5,(13,14)) s t15, T((13,14),15) - - .) is obtained. Here(’ P,
CPy, andC P take subsequencess (7.s)), to t(13,14), - - ),
(ts, ti,11), tisy -+ .), @Nd(t(7 8y, t11, t((7,8),15)), rESpPectively.

4. Evaluation

We evaluate a pair of the coordination protocols DCoP and
TCoP for synchronizing multiple contents peers in terms of
the synchronization time and the number of redundant parity
packets. Suppose there areontents peer€'Py, ...,CP,
which transmit packets of a content to a leaf peéY,. Let H
be the number of child contents peers to be selected by each
parent (H< n). (H — h) shows packet interval. Suppose
each channe’'C; betweenCP; and LP, supports reliable
high-speed communication like 10 Gbps Ethernet.

Figure 8. Transmission. Figure 10 shows the number of control packets transmit-
ted and how many rounds it takes to synchronize 100 con-
tents peers in DCoP for eadth (2 < H < 100). Hereh =
1, i.e. one parity packet is sent for every 99 packets. The
straight line shows the number of rounds and the dotted line
indicates the number of control packets. For example, it takes
two rounds and about 600 control packets are transmitted un-
til all the contents peers start transmitting packets to a leaf
peer in two rounds fof{ = 60. Figure 11 shows the number
of control packets and the number of rounds in TCoP. About
7400 control packets are transmitted in six roundsHor 60.
More number of packets are transmitted in TCoP than DCoP.
In DCoP and TCoP, one parity packet is transmitted for ev-
Figure 9. Transmission tree. ery H — h packets. Figure 12 shows the receipt rate of a leaf
peer from 100 contents peers for eadh Here, “rate = 1”
shows the content rate, for example, 30 Mbps for video con-
t©,10), ---), and bkt]3 = (ta, L4, t(s,6) ts, t1o, - - -) for parity  tent. If no parity packet is transmitted in DCoP and TCoP, the
interval h = 2. Then, eaclC P; randomly selects three con- leaf peer receives the content rate, i.e. rate = 1. For exam-
tents peers, say'P; selects three contents peér#®,, CP;, ple, rate = 1.019 in DCoP and rate = 1.226 in TCoPAbr
and CP;, CP, selectsCPs;, CP;, andCPs, andCP; se- 60. In DCoP, the fewer number of parity packets are transmit-
lects CPs, CPy, andCPy, for H = 3. Suppose that each ted than TCoP. The smalléf is, the more number of parity
CP; sends two packets fof time units. In DCoPCPF; is  packets are transmitted.
a child of two parents”P; and CP,. A pair of enhanced
subsequences [[pK® = (t((1,2),3.5) ta,2), t3, s, L7s)s
t((7,8),0.11): o, 11, - ) and [[pEAS]° = (t(1,(3,),6)2 1. Es,4).
te, t7, t(7,(9,11),12), t12, - . .) are obtained for the parentsP;
andC P, respectively, each of which is divided to four sub- In this paper, we discussed thmaulti-source streaming

5. Concluding Remarks

sequencesC P; takes an enhanced subsequenpét[f]3 = model for transmitting continuous multimedia contents from
(t((1,2),3,5) t(7,8), - - -). CPs takes a pair of enhanced subseimultiple contents peers to a leaf peer. In P2P overlay net-
quences [pkt1313 = (t5, t11, -..) from C Py and [[pkt]3]3 = works, peers on various types of computers can support other
(t1, t(7,9,11),12), - --) from CP, and merges them tokts = peers with multimedia contents. We discussed two types of
(t1, ts, t11, te7,(9,11),12)5 -+ +)- Then,CPs sends packets in the distributed coordination protocols, DCoP and TCoP for
pktg. multiple contents peers to transmit packets to a leaf peer. In

In TCoP, contents peelSP; and CPs are selected by a order to reduce the communication overheads, only a subset
pair of parentsC P, and C' P, and a pair ofCP, andCPs;,  of the contents peers start transmitting packets and then each
respectively. Suppos€Ps andC Ps takeC P, as the parent. of the contents peers initiates some number of other contents
C P, andC P; start transmitting packets following the packetpeers. In the evaluation, DCoP shows better performance
t3. The subsequenceit]?[ts) = (t5, te7,8)s tos t11, t13,14y,  than TCoP. We are now discussing heterogeneous environ-
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ets in DCoP.
ternational Conference on Advanced Information Networking
200 —— 11— 10000 and Applications (AINA-2005yolume 1, pages 27-32, 2005.
180 L Number of control E:Cukneciz 7777777 i [4] s. Itgya, T Enokldo_, M. Takizawa, and A. Yamada. A Scalable
160 8000 2 Multlmedla Streaming Model Based on Multl-soqrce Stream-
S ing Concept. InProc. of the IEEE 11th International Con-
140 (_C‘i ference on Parallel and Distributed Systems (ICPADS-2005)
g 120 6000 £ volume 1, pages 15-21, 2005.
§ 100 § [5] S. Itaya, N. Hayashibara, T. Enokido, and M. Takizawa. Scal-
@ 80 - 4000 ‘5 able Peer-to-Peer Multimedia Streaming Model in Heteroge-
60 g R g neous Networks. IfProc. of the 7th IEEE International Sym-
a0 b 4 2000 E posium on Multimedia (ISM’'05pages 208-215, 2005.
20 z [6] A.-M. Kermarrec, L. Massoudi, and A. J. Ganesh. Proba-
B e e e e e e et [ bilistic Reliable Dissemination in Large-Scale SystehfsEE
10 20 30 40 50 60 70 80 90 100 Trans. on Parallel and Distributed System&A(3):248—-258,
Number H of selected contents peers 2008.

[7] M.-J. Lin and K. Marzullo. Directional Gossip: Gossip in a
Wide Area Network.Technical Report: CS1999-0622999.
[8] X. Liu and S. T. Vuong. Supporting Low-Cost Video-on-
Demand in Heterogeneous Peer-to-Peer NetworksPrdr.
of the 7th IEEE International Symposium on Multimedia
(ISM’05), pages 523-530, 2005.
. [9] Micorosoft. Windows Media Technology
ment where each contents peer may support different trans- http:/Avww.microsoft.com/windows/windowsmedia/.
mission rate and even change the rate. [10] A. Nakamura and M. Takizawa. Causally Ordering Broadcast
Protocol. InProc. of IEEE the 14th International Conference
on Distributed Computing Systems (ICDCS;Igges 48-55,
1994.
[11] Project IXTA. http://www.jxta.org/. 2001.
This research is partially supported by Research Institutg2] P. V. Rangan, H. M. Vin, and S. Ramanathan.
for Science and Technology [Q05J-04] and Frontier Research
and Development Center [18-J-6], Tokyo Denki University.

Figure 11. Rounds and number of control pack-
ets in TCoP.

Acknowledgment

Designing

an On-Demand Multimedia ServicdEEE Communications

Magazine 30(7):56—65, 1992.

[13] RealNetworksReal.com http://www.realnetworks.com/.

[14] D. Skeen. Nonblocking Commitment Protocols. Rroc. of
ACM SIGMOND pages 133-147, 1981.

[15] T. Tojo, T. Enokido, and M. Takizawa. Notification-Based
QoS Control Protocol for Multimedia Group Communication

References

[1] Apple Computer, InciTunes http://www.apple.com/itunes/. o>
[2] 1. Clarke, O. Sandberg, B. Wiley, and T. W. Hong. Freenet: in High-Speed Networks. IRroc. of IEEE ICDCS-24pages

A Distributed Anonymous Information Storage and Retrieval 644-651, 2004.
System. InProc. of the Workshop on Design Issues in[16] D. Xu, M. Hefeeda, S. Hambrusch, and B. Bhargava. On Peer-

Anonymity and Unobservabilitpages 311320, 2000. tp-Peer Media Streami_ng._ Froc. of IEEE_ the 22nd Interna-
[3] S.ltaya, T. Enokido, and M. Takizawa. A High-performance tional Conference on Distributed Computing Systems (ICDCS-
Multimedia Streaming Model on Multi-source Streaming Ap- 22), pages 363-371, 2002.
proach in Peer-to-Peer Networks.Proc. of IEEE the 19th In-



