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Abstract

Multimedia contents are distributed to peers in various
ways in peer-to-peer (P2P) overlay networks. A peer which
holds a content, even a part of a content can provide other
peers with the content. Multimedia streaming is more sig-
nificant in multimedia applications than downloading ways
in Internet applications. We discuss how to support peers
with multimedia streaming service by using multiple contents
peers. In our distributed multi-source streaming model, a col-
lection of multiple contents peers in parallel transmit packets
of a multimedia content to a requesting leaf peer to realize the
reliability and scalability without any centralized controller.
Even if some peer stops by fault and is degraded in perfor-
mance and packets are lost and delayed in networks, a re-
questing leaf peer receives every data of a content at the re-
quired rate. We discuss a pair of flooding-based protocols,
distributed and tree-based coordination protocols DCoP and
TCoP, to synchronize multiple contents peers to reliably and
efficiently deliver packets to a requesting peer. A peer can be
redundantly selected by multiple peers in DCoP but it taken by
at most one peer in TCoP. We evaluate the protocols in terms
of how long it takes and how many messages are transmitted
to synchronize multiple contents peers.

1. Introduction

Multimedia streaming applications [9, 12, 13] like music
streaming and movie on demand are getting more signifi-
cant than downloading service in the Internet applications
[1]. Here, multimedia contents have to be reliably deliv-
ered to users from providers of the contents while real-time
constraints are satisfied. In peer-to-peer (P2P) overlay net-
works [2,11,16], multimedia contents are in nature distributed
to peers in various ways like downloading and caching. Peers
which have multimedia contents can support other peers with
the contents. Peers supporting multimedia contents arecon-
tentspeers. Peers which receive multimedia contents from
contents peers areleaf peers. The contents-leaf relation is rel-
ative, i.e. each peer can be a contents or leaf peer.

New approaches to realizing multimedia streaming ser-
vice in P2P overlay networks are discussed in multi-source
streaming (MSS) models [5,8] where multiple contents peers
send packets of a content to a leaf peer. A large number
of leaf peers are required to be supported and even a low-
performance personal computer can support a content. In one
approach to synchronizing multiple contents peers in the MSS
model, one contents peer is a controller and the other contents
peers transmit packets of a content to a leaf peer according to
the order of the controller [5,8]. Itayaet al. discuss a central-
ized coordination protocol [5] similar to the two-phase com-
mitment (2PC) protocol [14]. It takes at least three rounds to
synchronize multiple contents peers. Then, the contents peers
can start transmitting packets of the content to a leaf peer. Liu
and Voung [8] discuss a protocol where a requesting leaf peer
sends a transmission schedule of a content to multiple con-
tents peers. Each contents peer synchronously starts transmit-
ting packets according to the schedule. Although it is simple
to implement the MSS model in the centralized approach, it
takes time to exchange messages to synchronize multiple con-
tents peers and collect states of multiple contents peers.

In the asynchronous multi-source streaming (AMS) mod-
els [3–5], each of multiple contents peers asynchronously
starts transmitting packets to a leaf peer and sends only a part
of a multimedia content different from other contents peers.
Here, every contents peer is, possibly periodically exchang-
ing state information on which packets it has sent with all the
other contents peers by using a simple type of group commu-
nication protocol [10]. The large communication overhead is
implied since every contents peer sends state information to
all the contents peers. In this paper, we take a gossip-based
flooding protocols [6, 7] to reduce the communication over-
head. First, a leaf peer sends a content request to some num-
ber of contents peers. Then, a contents peer starts transmitting
packets to the leaf peer on receipt of the content request. Here,
the contents peer selects some number of contents peers and
sends a content request to the selected contents peers. There
are two algorithms; a contents peer may be selected multi-
ple peers and is selected by at most one peer. The former
is a redundant type nameddistributed coordination protocol
(DCoP) and the latter is a non-redundant type namedtree-



based coordination protocol(TCoP). A content request car-
ries information on which packets the contents peer has sent
to a leaf peer at what rate. Each of the selected peers makes a
decision on which packets to be sent. In addition, parity pack-
ets for some number of packets are transmitted so that a leaf
peer can receive every data in a content even if some number
of packets are lost and contents peers are faulty.

In section 2, we discuss how to allocate packets of a con-
tent to contents peers in heterogeneous environment. In sec-
tion 3, we discuss DCoP and TCoP. In Section 4, we evaluate
the coordination protocols in terms of how long it takes to
synchronize all the contents peers and how many redundant
packets are transmitted.

2. Multi-source Streaming (MSS) Models

Multimedia contents are distributed to peers in various
ways like downloading and caching in a peer-to-peer (P2P)
overlay network. For example, a peer obtains a free movie
from an acquaintance peer by downloading and then supports
some part of the movie to other peers. Acontentspeer which
holds a multimedia content, even a part of the content can send
the content to other peers. A peer receiving a content from
a contents peer is aleaf peer. Each peer can play any role
of contents and leaf ones. A contents peer may not support
enough transmission rate due to the limited resource, degra-
dation of quality of service (QoS), and faults in networks.

One contents peer transmits packets of a multimedia con-
tent to a leaf peer on request from the leaf peer. This is a tradi-
tional single-source streamingmodel but the contents peer is
a single point of failure and performance bottleneck. In order
to support a large number of leaf peers, a contents peer is re-
quired to be realized in a high-performance, expensive server
computer. A multi-source streaming model [3–5] is proposed
to realize the higher scalability and reliability of streaming
service by using personal computers in a P2P overlay net-
work. Here, a system is composed of multiple contents peers
CP1, . . . , CPn (n ≥ 1) supporting a multimedia contentC
and multiple leaf peersLP1, . . . ,LPm (m ≥ 1) which would
like to use the contentC, i.e. see the movie content. A pair
of a contents peerCPi and a leaf peerLPs are interconnected
in a logical communication channelCCi of the underlying
network. A packet is a unit of data transmission in an un-
derlying network. A content is decomposed into a sequence
of packets. Multiple contents peersCP1, . . . ,CPn in parallel
transmit packets of a content to each leaf peerLPs in the MSS
model.

Each contents peerCPi (i = 1, . . . , n) sends a part of a
sequencepkt of packets〈t1, . . . , tl〉 (l ≥ 1) of a multime-
dia contentC to a leaf peerLPs. Here,|pkt| = l. Suppose
three contents peersCP1, CP2, andCP3 transmit packets in
a packet sequencepkt = 〈t1, . . . , t8〉 of a contentC to LPs

wherebw1 : bw2 : bw3 = 4 : 2 : 1. EachCPi transmits a
subsequencepkti of the packet sequencepkt to LPs. |pkti|
≥ |pktj | if bwi ≥ bwj . For example, the fastestCP1 transmits
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Figure 1. Multi-source streaming (MSS).
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Figure 2. Time slots.

packetst1, t2, t4, andt5, CP2 transmitst3 andt6, andCP3

transmitst7 to LPs for one time unit, i.e.pkt1 = 〈t1, t2, t4,
t5, . . .〉, pkt2 = 〈t3, t6, . . .〉, andpkt3 = 〈t7, . . .〉 as shown in
Figure 1.|pkt1| : |pkt2| : |pkt3| = 4 : 2 : 1.

A union pkt1 ∪ pkt2 is a packet sequence including ev-
ery packet in a pair of sequencespkt1 andpkt2. For example,
pkt1 ∪ pkt2 ∪ pkt3 = 〈t1, t2, t3, t4, t5, t6, t7, t8〉. An intersec-
tion pkt1 ∩ pkt2 is a sequence of packets which are included
in bothpkt1 andpkt2. Let pkt〈ti] andpkt[ti〉 show a prefix
〈t1, . . . , ti〉 and postfix〈ti, ti+1, . . . , tl〉 of a packet sequence
pkt = 〈t1, . . . , tl〉, respectively.

Data transmission in a channelCCi is modeled to be a se-
quence of time slotsCL1

i , CL2
i , . . . ,CLci

i (ci ≥ 1) where the
kth packettki in a subsequencepkti = 〈t1i , t2i , . . . , tci

i 〉 can be
transmitted in thekth time slotCLk

i whereci = |pkti|. Let
τi be the length of a time slot, which shows time for trans-
mitting a packet inCCi. bw1 : bw2 : bw3 = τ1 : τ2 : τ3 =
4 : 2 : 1. Figure 2 shows time slots of the channelsCC1,
CC2, andCC3. st(CLk

i ) andet(CLk
i ) show whenCPi starts

and finishes transmitting thekth packettki in pkti, respec-
tively. st(CL0

i ) is 0 andet(CLi) = st(CLk
i ) + τi = st(CLk+1

i )
for everyCCi. Here,CLk

i precedesCLh
j (CLk

i → CLh
j ) if

et(CLk
i ) < et(CLh

j ). Let CL be a set of all the time slots in
CC1, . . . ,CCn. Time slots inCL are partially ordered in→.
A time slot CL is initial iff there is no time slotCL′ such
thatCL′ → CL in CL . Packets are allocated to time slots as
follows:
[Allocation of packets] For each packettk in a packet se-
quencepkt of a content (k = 1, . . . ,l),

1. Find an initial time slotCL such thatst(CL) ≥ st(CL′)
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Figure 3. Precedence of time slots.

for every initial time slotCL′ in the time slot setCL .
2. Allocate the packettk with the time slotCL and remove

CL from CL .
From Figure 3, packets are allocated to time slots as shown

in Figure 1. A leaf peerLPs can deliver a packetth with-
out waiting for any packet oft1, . . . , th−1 sincet1, . . . , th−1

precedingth are surely delivered on receipt ofth.
[Packet allocation property] On receipt of a packetth, a leaf
peerLPs receives every packettk precedingth in a packet
sequencepkt = 〈t1, . . . , tl〉.

3. Distributed Coordination Protocols

3.1. Types of distributed coordinations

Multiple contents peersCP1, . . . ,CPn are required to co-
operate to reliably deliver packets of a contentC to a leaf peer
LPs. We take a distributed approach [3, 4] where each con-
tents peerCPi independently starts transmitting packets on
receipt of a content request fromLPs. Here, we assume each
CPi supports the same transmission rate toLPs. Let pkt be
a sequence of packetst1, . . . , tl of a multimedia contentC.
While transmitting packets ofC to LPs, eachCPi informs
the other contents peers of which packetsCPi has sent at what
rate and the view showing which contents peerCPi perceives
to be active.

In the first broadcast way [5], a leaf peerLPs broadcasts
a content request of a multimedia contentC to all the con-
tents peersCP1, . . . , CPn [Figure 4(1)]. On receipt of the
request, everyCPi starts transmitting packets in the packet
sequencepkt of the contentC to LPs. Here,LPs receives
the most redundantly each packet from every contents peer.
While transmitting packets toLPs, eachCPi exchanges con-
trol packets with the other contents peers in a simple type of
group communication protocol. Control packets carrying ser-
vice information onCPi, i.e. which packetsCPi has most re-
cently sent, view showing which contents peers are perceived
to be active, and bandwidth toLPs. On receipt of a control
packet, eachCPi changes the transmission schedule on which
packets to be sent at what rate. It takes one round for every
contents peer to start transmitting packets toLPs. However,
LPs may lose packets due to the buffer overrun. In addition,
CPi sends a control packet with the service information to ev-
ery contents peer. This way implies large overhead for com-
munication among contents peers.

In the second unicast way, a leaf peerLPs sends a con-
tent request to only one contents peer, sayCP1 [Figure 4(2)].
Then,CP1 starts transmitting packets toLPs and sends a con-
trol packet to another contents peer, sayCP2 to inform what
packetCP1 has sent. On receipt of the control packet,CP2

starts transmitting packets toLPs and sends a control packet
to CP3. Finally,CPn starts transmitting packets toLPs. This
implies the minimum redundancy but it takes the longest time
all the contents peers to synchronize.

CP1

CP2

CPn

CP1

CP2

CPn

LPs LPs

(1) Broadcast. (2) Unicast.

: content request. : control packet.

Figure 4. Coordination.

We propose a flooding-based approach similar to the gos-
sip protocols [6, 7]. A leaf peerLPs first sends a content re-
quest to only some numberH (≤ n) of the contents peers
as shown in Figure 5. On receipt of a content request from
LPs, a contents peerCPi starts transmitting packets at rateτ ,
whereτ shows the transmission rate of a multimedia content,
e.g. 30 Mbps for video streaming. That is,LPs has to receive
every packet of the content at rate (≥ τ ). A contents peerCPi

is active iff CPi is sending content packets toLPs. Other-
wise,CPi is dormant. Here, letpkti be a subsequencepktis
of packets of a content whichCPi sends toLPs. We assume
that every contents peer can transmit packets at the same rate
for simplicity in this paper. First, suppose every contents peer
CPi selected byLPs sends the same packets toLPs, i.e. pkti
= pkt. Since each of the selected contents peers sends every
packet in the sequencepkt to LPs at the content rateτ , the
packets arrive atLPs at rateHτ . Let ρs be the maximum
receipt rate of the leaf peerLPs. If Hτ ≤ ρs, LPs receives
every packet sent by the numberH of contents peers.LPs can
surely receive every packet of the sequencepkt even if some
contents peers are faulty and packets are lost and delayed in
some channel withLPs. Otherwise,LPs loses packets due to
the buffer overrun.

3.2. Reliable transmission

If each contents peer sends packets different from others,
a leaf peerLPs cannot receive every data of a content even
if packets are lost or contents peers are faulty. On the other
hand, if every contents peer sends the same sequence of pack-
ets,LPs receives every data in presence of packet loss and
faults of contents peers butLPs overruns buffer. In order to
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Figure 5. Flooding-based coordination.

reduce the communication overhead and increase the reliabil-
ity, packets are transmitted as follows:

1. Every contents peer does not send every packet in a
packet sequencepkt of a content to a leaf peerLPs, i.e.
pkti ∩ pktj = φ for every pair ofCPi andCPj .

2. Parity packets are transmitted so that data of every packet
in each subsequencepkti can be obtained from packets
of other subsequences.

For example, one parity packett〈1,2〉 is created for a pair
of contingent packetst1 andt2 as shown in Figure 6. Here,
even if eithert1 or t2 is lost, data in the lost packet can be
recovered from the other packet and parity packett〈1,2〉 [15].
Formally speaking, a packet sequencepkt = 〈t1, t2, . . . , tl〉
is separated to subsequencess1 = 〈t1, . . . , th〉, s2 = 〈th+1,
. . . , t2h〉, . . . forh ≥ 1. Each subsequencesi is arecovery seg-
mentandh is parity interval. For the (d+ 1)-th recovery seg-
mentsd+1 = 〈t1+dh, t2+dh, . . . , t(d+1)h〉 (d ≥ 0), one parity
packetpd = t〈1+dh,(d+1)h〉 is created by taking the exclusive
or (XOR) of the packetst1+dh, . . . ,t(d+1)h. The parity packet
pd is inserted in the recovery segmentsd+1 for j = d modh
as follows;

• 〈pd, t1+dh, . . . , t(d+1)h〉 for j = 0.
• 〈. . . , tdh+j , pd, tdh+j+1, . . .〉 for 1≤ j ≤ h− 2.
• 〈t1+dh, . . . , t(d+1)h, pd〉 for j = h− 1.

Let [pkt]h show anenhancedpacket sequence obtained by
inserting parity packets to a sequencepkt for parity interval
h (≥ 1). Here,|[pkt]h| = |pkt| (h + 1) / h. For example,
an enhanced packet sequence [pkt]2 = [〈t1, t2, t3, t4, t5, t6,
. . .〉]2 = 〈t〈1,2〉, t1, t2, t3, t〈3,4〉, t4, t5, t6, t〈5,6〉, . . .〉 is created
for a sequencepkt = 〈t1, t2, t3, t4, t5, t6, . . .〉 and parity
intervalh = 2 as shown in Figure 6 b). Even if one packet in
a recovery segmentsd+1 = 〈t1+dh, . . . , t(d+1)h〉 with a parity
packetpd is lost, data in the lost packet can be recovered from
the other packets. An enhanced sequence [pkt]h is divided
into H subsequencespkts1 , . . . ,pktsH

(su ∈ {1, . . . ,n} and
1≤ u ≤H) as follows:

• For thejth packett in an enhanced subsequence [pkt]h,
t is allocated to a subsequencepktsi

wherei = j modH
+ 1.

For example, the enhanced sequence [pkt]2 = 〈t〈1,2〉, t1,
t2, t3, t〈3,4〉, t4, . . .〉 is divided into three subsequences [pkt]2

1

= 〈t〈1,2〉, t3, t5, . . .〉, [pkt]22 = 〈t1, t〈3,4〉, t6, . . .〉, and [pkt]23 =
〈t2, t4, t〈5,6〉, . . .〉 as shown in Figure 6 b). SinceH contents
peersCPs1 , . . . , CPsH

(CPsi
∈ {CP1, . . . , CPn}) trans-

mit packets to the leaf peerLPs, eachCPsi sends packets
in a subsequence [pkt]hsi

at rateτ (h + 1) / (hH). The leaf
peerLPs receives packets at rateτ (h + 1) / h. Here, even if
(H − h) contents peers are faulty,LPs can receive every data
of a content from the otherh operational contents peers. In
addition, even if packets are lost with (H − h) channels in a
bursty manner,LPs can receive every data of a content. For
h = H − 1, each contents peerCPsi sends packets at rateτ /
(H − 1) and the receipt rate ofLPs is τH / (H − 1).
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Figure 6. Packet sequence with parity packets.

3.3. Selection of contents peers

Each active contents peerCPj randomly selectsH (≤ n)
other contents peers out of (n − 1) contents peers except for
CPj while transmitting packets to a leaf peerLPs on receipt
of a content request from another peer.CPj and the selected
contents peers send packets in a subsequencepktj to a leaf
peer, i.e. totallyH contents peers send packets. Here, a con-
tents peer may be selected by multiple contents peers. If a
contents peer selected byCPj is taken by another contents
peer,CPj may not takeH ones. Hence,CPj may obtain
only Hj (≤ H) contents peers. One is aredundantapproach
where one contents peer may be selected by multiple parents
as shown in Figure 5. The other is anon-redundantapproach
where each contents peer can be selected by at most one par-
ent. We discuss how to select contents peers later.

Suppose a contents peerCPi is selected byCPj . Here,
CPj andCPi are referred to asparentandchild, respectively.
The parentCPj sends a control packetc to each childCPi

to makeCPi start transmitting packets toLPs. Here, the
control packetc carries the viewV Wj , the sequence num-
ber SEQj of a packet whichCPj has most recently sent to



LPs, the transmission rateτj , and the numberHj of child
contents peers. On receipt of a control packetc from a par-
ent CPj , a childCPi knows by what transmission schedule
CPj is transmitting packets. Based on the information on the
parentCPj , CPi makes the transmission schedule and starts
transmitting packets toLPs according to the schedule. Each
child CPi transmits a subsequence of the packet subsequence
pktj of the parentCPj .

We have to discuss which packets each child contents peer
CPi starts transmitting on receipt of a control packetc from
a parent contents peerCPj . Suppose a parentCPj is sending
packets in a packet subsequencepktj . As discussed before,
a contents peerCPj creates an enhanced sequence [pktj ]hj

from the sequencepktj for parity intervalhj . Each child
CPi is assigned with a subsequencepktji obtained by divid-
ing the enhanced subsequence [pktj ]hj to the numberHj of
child contents peers. The parentCPj informs a childCPi that
CPj had most recently sent a packett at the transmission rate
τj whenCPj sent the control packetc to CPi. On receipt of
the control packetc from the parentCPj , the childCPi per-
ceives thatCPj sent the packett to the leaf peerLPs δ time
units before [Figure 7]. The parentCPj has sent the number
δ / τj of packets forδ time units sinceCPj sent the packett
until the childCPi receives the control packetc. The child
CPi marks the (δ / τj)-th packetmj following the packett
in a subsequencepktj . Here,mj is referred to asmarkedfor
the packett. The childCPi is required to send packets fol-
lowing the marked packetmj . From the postfixpktj〈t] of the
subsequencepktj for the packett, the childCPi constructs a
subsequencepktji of packets by inserting parity packets for
the numberHj of the children ofCPj and parity instancehj .
The childCPi sends packets inpktji to LPs. The parentCPj

also changes the packet subsequence topktii and the rate to
τj / (Hj + 1) onδ time units afterCPj sends to control packet
as the child contents peer. Hence, the parentCPj andHj chil-
dren transmit packets according to the transmission schedule,
i.e. totallyHj + 1 (≤ H) contents peers.

δ [τj]

LPs CPj CPi

time

mj

t

[τj / (Hj + 1)]

[  ] : transmission rate.

Figure 7. Transmission.

Since a parent contents peerCPj randomly selects child

contents peers, a contents peerCPi may be selected by mul-
tiple parents, sayCPj andCPk. One way is thatCPi takes
bothCPj andCPk as the parents.CPi creates subsequences
pktji from pktj of CPj and pktki from pktk of CPk as
presented here. Then, the subsequencespktji andpktki are
merged into a subsequencepkt〈〈jk〉i〉 = pktji ∪ pktki. CPi

sends packets in the subsequencepkt〈〈jk〉i〉 to the leaf peer
LPs. OnCPj ’s selectingCPi as a child, the childCPi might
have been taken already as a child of another parent and been
sending packets in a subsequencepkti to LPs. On receipt
of a content request from a parentCPj , a pair of the subse-
quencespkti andpktji are merged topkti = pkti ∪ pktji.
Here, a parentCPj surely takes the numberH of child con-
tents peers while some of the children may have multiple par-
ents. That is,Hj = H. Question is when each contents peer
CPi can stop selecting child contents peers. A control packet
c sent by a parentCPj carries the viewV Wj . On receipt
of the control packetc, V Wi is updated to beV Wi ∪ c.V W
(= V Wj). Here, if |V Wi| = n, CPi does not send a control
packet to selected child contents peers. An enhanced subse-
quencepktji (= [pktj ]Hi ) is obtained by adding parity packets
to pktj , i.e. obtaining an enhanced sequence [pktj ]H and di-
viding [pktj ]H to H subsequences, i.e. [pktj ]Hi to CPi.

3.4. Redundant coordination protocol

We discuss thedistributed coordination protocol(DCoP)
where a child contents peer may be selected by multiple par-
ents. LetCP be a set of contents peersCP1, . . . , CPn. We
introduce the following procedures to present the coordina-
tion protocol. A functionSelect(CP,CPi, m) gives a set of
at mostm different child contents peers for a contents peer
CPi, which are selected in a setCP− {CPk | CPk ∈ V Wi}.
If V Wi = 〈1, . . . , 1〉,φ is returned. A functionEsq(pkt, h)
gives an enhanced subsequence [pkt]h obtained by inserting
parity packets to a sequencepkt for parity intervalh. Div(pkt,
H, CPi) outputs a subsequencepkti of a sequencepkt which
is obtained by dividingpkt into H subsequences and assign-
ing one of them to a contents peerCPi. Mark(CP i, pkt, t, δ,
τ ) shows a marked packetm in a sequencepkt which is to be
sent byCPi on δ time units afterCPi sent a packett in pkt
whereτ is the transmission rate ofCPi. Psend(CPi, pkt, τ ,
LPs) means thatCPi sends packets in a sequencepkt to a leaf
peerLPs at rateτ . Csend(CPi, c, CPj) shows that a contents
peerCPi sends a control packetc to CPj . Current (CPi)
shows a packet whichCPi has most recently sent. We show
the protocol DCoP for the numberH, parity intervalh, leaf
peerLPs, and content rateτ as follows:
[DCoP(CP, LPs, H, h, n, τ )]

1. First, a leaf peerLPs selectsH (≤ n) contents peers in
CP and sends a content requestc of a multimedia content
C to the selected contents peers;

C := Select(CP,φ, H);
c.τ := τ ;
Csend(LPs, c, CPk);



2. On receipt of a content requestc1 from LPs, a contents
peerCPi does the following actions:
• creates an enhanced sequence [pkt]h from a packet

sequencepkt and then obtains a subsequencepkti
from [pkt]h;

pkti := Div(Esq(pkt, h), H, CPi);
• starts transmitting packets inpkti to LPs at rateτi;

τi := c1.τ(h + 1) / (hH);
Psend(CPi, pkt, τi, LPs);

• selects (H − 1) contents peers fromCP;
C := Select(CP, CPi, H);

• sends a control packetc to the selected contents
peers;

For everyCPk, V Wik := 1 if CPk ∈ C, other-
wiseV Wik := 0;

c1.V W := V Wi; c1.τ := τi;
t := Current (CPi); c1.SEQ := t.SEQ;
Csend(CPi, c, CPk) for everyCPk ∈ C;

• After it takesδ time units,CPi does the actions of
step 3.

3. On receipt of a control packetc1 from a parentCPj , a
contents peerCPi does the following actions:
• V Wi := V Wi ∪ c.V W ;
• creates an enhanced subsequenceepktji =

[pktj [mj〉]h from a postfix pktj [mj〉 of the
subsequencepktj of CPj wheremj is a marked
packet for a packett, wheret.SEQ = c1.SEQ;

mj := Mark(CP j , pktj , t, δ, τj);
epktji := Esq(pktj [mj〉, h);

• transmits packets in an enhanced subsequence
pktji from epktji to LPs;

pktji := Div(epktj , H + 1, CPi);
τi := c1.τ(h + 1) / (h(H + 1));
Psend(CPi, pktji, τi, LPs);

• if |V Wi| < n, selectsH contents peers and sends a
control packetc to the contents peers;

C := Select(CP, CPj , H);
if C = φ, CPi stops selecting child peers.
V Wik := 1 if CPk ∈ C; c1.V W := V Wi;
c1.τ := τi;
t := Current (CPi); c1.SEQ := t.SEQ;
Csend(CPi, c, CPk) for everyCPk ∈ C;

3.5. Non-redundant coordination protocol

In another non-redundant way namedtree-based coordina-
tion protocol(TCoP), each contents peerCPi takes either one
of CPj andCPk as the parent ifCPj andCPk selectCPi as a
child. For example,CPi takesCPj sinceCPi receives a con-
trol packet fromCPj beforeCPk. Hence, a parentCPj has to
know which contents peer selected can be a child ofCPj . As-
elect(CP, CPi, H) selectsH different contents peers inCP−
{CPi} − {CPk | V Wik = ON}, i.e. selects contents peers in
CP excluding the parentCPi and contents peers whichCPi

knows to have been selected. Here,|Aselect(CP, CPi, H)|
≤ H. Aselect(C,CPi) collects a contents peer which sends

the positive acknowledgment inC. The following procedure
[Figure 8] is taken:
[TCoP(CP, LPs, H, n, τ )]

1. First, a leaf peerLPs selectsH (≤ n) contents peers and
sends a content requestc of a multimedia contentC to
the selected contents peers as DCoP wherec.τ = τ .

2. CPj randomly selectsH contents peers and sends a con-
trol packetc1 to each of the selected contents peers while
sending packets in a subsequencepktj to LPs;

pkti := Div(Esq(pkt, t), H + 1, CPi);
τi := c1.τ(h + 1) / (h(H + 1));
Psend(CPj , pkt, τi, LPs);
C := Aselect(CP, CPj , H);
t := Current (CPi); c1.SEQ := t.SEQ;
c1.V Wii := 1, c1.V Wik := 1 if CPk ∈ C;
c1.τ := τi;
Csend(CPj , c1, CPk) for everyCPk in C;

3. On receipt of the control packetc1 from CPj , CPi sends
a confirmationcc1 to CPj if CPi takesCPj as the par-
ent.

Csend(CPi, cc1, CPk);
4. CPj collects the confirmations from the selected con-

tents peers. Then,CPj sends a control packetc2 to each
of the confirmed contents peers.

Hj := Areceive(C,CPj);
c2.V W := V Wj ;
t := Current (CPj); c2.SEQ := t.SEQ;
c2.τ := τj ;
c2.n := |Hj |;

5. On receipt ofc2 from CPj , CPi decomposes the subse-
quencepktj [t〉 to a subsequencepktji;

t := (δ / τj)-th packet fromc2.SEQ in pktj ;
mj := Mark (CPi, pktj , t, δ, τj) for a packett such
thatt.SEQ = c2.SEQ;
pktji := Esq(pktj [mj〉, c2.n);
τi := τj / c2.n;
Psend(CPj , pktji, τi, LPs);

6. CPj also makes a subsequencepktjj as presented in
CPi. On δ time units after sending the control packet
c2, CPj sends packets inpktjj at rateτj / c2.n.

If a contents peerCPj could find no child,CPj stops se-
lecting child contents peers. Here, a set of contents peers are
structured in a tree whose root is a leaf peerLPs. A tree of
Figure 9 is obtained from Figure 5. Compared with DCoP, we
can remove the redundancy but it takes three rounds for each
selection of child contents peers.

3.6. Examples

First, a leaf peerLPs sends a control packet to three con-
tents peers randomly selected, sayCP1, CP2, andCP3 of
a multimedia contentC. Let pkt be a packet sequence〈t1,
t2, . . .〉. EachCPi of the contents peers sends an enhanced
packet subsequence [pkt]hi as shown in Figure 6. Here, [pkt]21
= 〈t〈1,2〉, t3, t5, t〈7,8〉, t9, . . .〉, [pkt]22 = 〈t1, t〈3,4〉, t6, t7,
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t〈9,10〉, . . .〉, and [pkt]23 = 〈t2, t4, t〈5,6〉, t8, t10, . . .〉 for parity
interval h = 2. Then, eachCPi randomly selects three con-
tents peers, sayCP1 selects three contents peersCP4, CP5,
and CP6, CP2 selectsCP6, CP7, andCP8, andCP3 se-
lects CP8, CP9, andCP10 for H = 3. Suppose that each
CPi sends two packets forδ time units. In DCoP,CP6 is
a child of two parentsCP1 and CP2. A pair of enhanced
subsequences [[pkt]21]3 = 〈t〈〈1,2〉,3,5〉, t〈1,2〉, t3, t5, t〈7,8〉,
t〈〈7,8〉,9,11〉, t9, t11, . . .〉 and [[pkt]22]3 = 〈t〈1,〈3,4〉,6〉, t1, t〈3,4〉,
t6, t7, t〈7,〈9,11〉,12〉, t12, . . .〉 are obtained for the parentsCP1

andCP2, respectively, each of which is divided to four sub-
sequences.CP1 takes an enhanced subsequence [[pkt]21]31 =
〈t〈〈1,2〉,3,5〉, t〈7,8〉, . . .〉. CP6 takes a pair of enhanced subse-
quences [[pkt]21]36 = 〈t5, t11, . . .〉 from CP1 and [[pkt]22]36 =
〈t1, t〈7,〈9,11〉,12〉, . . .〉 from CP2 and merges them topkt6 =
〈t1, t5, t11, t〈7,〈9,11〉,12〉, . . .〉. Then,CP6 sends packets in
pkt6.

In TCoP, contents peersCP6 andCP8 are selected by a
pair of parentsCP1 andCP2 and a pair ofCP2 andCP3,
respectively. SupposeCP6 andCP8 takeCP2 as the parent.
CP4 andCP5 start transmitting packets following the packet
t3. The subsequence [pkt]21[t5〉 = 〈t5, t〈7,8〉, t9, t11, t〈13,14〉,

. . .〉 is enhanced by adding parity packets for parity interval
h = 2. Here, a subsequence〈t〈5,〈7,8〉〉, t5, t〈7,8〉, t9, t〈9,11〉,
t11, t〈5,〈13,14〉〉, t15, t〈〈13,14〉,15〉, . . .〉 is obtained. Here,CP1,
CP4, andCP5 take subsequences〈t〈5,〈7,8〉〉, t9 t〈13,14〉, . . .〉,
〈t5, t〈9,11〉, t15, . . .〉, and〈t〈7,8〉, t11, t〈〈7,8〉,15〉〉, respectively.

4. Evaluation

We evaluate a pair of the coordination protocols DCoP and
TCoP for synchronizing multiple contents peers in terms of
the synchronization time and the number of redundant parity
packets. Suppose there aren contents peersCP1, . . . , CPn

which transmit packets of a content to a leaf peerLPs. Let H
be the number of child contents peers to be selected by each
parent (H≤ n). (H − h) shows packet interval. Suppose
each channelCCi betweenCPi and LPs supports reliable
high-speed communication like 10 Gbps Ethernet.

Figure 10 shows the number of control packets transmit-
ted and how many rounds it takes to synchronize 100 con-
tents peers in DCoP for eachH (2 ≤ H ≤ 100). Here,h =
1, i.e. one parity packet is sent for every 99 packets. The
straight line shows the number of rounds and the dotted line
indicates the number of control packets. For example, it takes
two rounds and about 600 control packets are transmitted un-
til all the contents peers start transmitting packets to a leaf
peer in two rounds forH = 60. Figure 11 shows the number
of control packets and the number of rounds in TCoP. About
7400 control packets are transmitted in six rounds forH = 60.
More number of packets are transmitted in TCoP than DCoP.

In DCoP and TCoP, one parity packet is transmitted for ev-
ery H − h packets. Figure 12 shows the receipt rate of a leaf
peer from 100 contents peers for eachH. Here, “rate = 1”
shows the content rate, for example, 30 Mbps for video con-
tent. If no parity packet is transmitted in DCoP and TCoP, the
leaf peer receives the content rate, i.e. rate = 1. For exam-
ple, rate = 1.019 in DCoP and rate = 1.226 in TCoP forH =
60. In DCoP, the fewer number of parity packets are transmit-
ted than TCoP. The smallerH is, the more number of parity
packets are transmitted.

5. Concluding Remarks

In this paper, we discussed themulti-source streaming
model for transmitting continuous multimedia contents from
multiple contents peers to a leaf peer. In P2P overlay net-
works, peers on various types of computers can support other
peers with multimedia contents. We discussed two types of
the distributed coordination protocols, DCoP and TCoP for
multiple contents peers to transmit packets to a leaf peer. In
order to reduce the communication overheads, only a subset
of the contents peers start transmitting packets and then each
of the contents peers initiates some number of other contents
peers. In the evaluation, DCoP shows better performance
than TCoP. We are now discussing heterogeneous environ-
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ment where each contents peer may support different trans-
mission rate and even change the rate.
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