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ABSTRACT

In this paper we propose a playback adaptation algorithm for

video streaming with TCP in wireless networks where both

handoffs and random wireless errors are possible. Primary

task of the algorithm is the estimation of the expected latency

for the delivery of the lost packets by TCP. After this pro-

cedure is performed, the client adjusts the playback rate ac-

cording to our algorithm so that both buffer underflows and

overflows can be avoided. The proposed algorithm in non-

intrusive to the protocol stack since it does not require any

modifications to the baseline TCP protocol. To validate the

basic principles behind our idea, we provide a set of com-

parative experimental results with other TCP-based stream-

ing systems in terms of the rate of underflow events and the

PSNR.

1. INTRODUCTION

Streaming encoded video in a wireless environment, is usu-

ally realized with the basic technologies that currently exist

in the wireline Internet like the client/server model. However,

in the case of wireless networks video streaming applications

have to face additional problems like the time-varying error

rate and the fluctuating bandwidth [1]. In addition, the het-

erogeneity of the several existing access networks today com-

plicates even more this task. Therefore, it is important for a

media streaming system to be adaptive so that it can offer the

best possible playback quality given the previously mentioned

problems.

To tackle the above issues, a considerable amount of work

has been performed [2]. In this paper, we are particularly

concerned with a video streaming technology that has been

recently suggested for wireless clients, and is called adap-

tive media playout [3, 4]. With this mechanism, the client

buffers packets during a good channel state and keeps a con-

stant playback rate, while it drops the playback rate when the

channel conditions are unfavorable. Therefore, buffer under-

flow events is minimized at the cost of reduced frame rate.

This mechanism allows playback adaptation exclusively at the

client without intervention of the streaming server. In another

more recent work that was reported in [5], the authors derive

analytically the necessary packet delivery bounds in order to

avoid underflow events at the playback buffer for a VBR chan-

nel. However, these mechanisms assume a source that uses a

simple multiplexing protocol like UDP, and the focus is pri-

marily on the channel model.

While TCP has long been considered unsuitable for video

streaming [2], it is used by the most popular video steam-

ing applications like WindowsMedia, QuickTime, and Re-

alPlayer. In this paper our goal is to design a playback adapta-

tion mechanism for the wireless client when the transport pro-

tocol is TCP. In order to realize our goal we adopt the follow-

ing approach. To achieve a selection of the optimal playback

rate at any time instant, we initially focus on the development

of a latency model for TCP. With the latency model the client

can estimate the ability of the sender to deliver packets when

events such as handoffs or random packet drops take place.

Subsequently, the optimal playback rate at client is regulated

so that the playback buffer occupancy is constant. Our ap-

proach could be classified as a cross-layer mechanism, since

it utilizes knowledge from the transport layer to define the de-

sired application behavior. However, the crucial difference of

our work is that this principle is realized implicitly without

modifying the transport protocol.

2. THE VIDEO STREAMING SYSTEM

Figure 1 presents a high level view of our system model,

which consists of a streaming server, the mobile client and

the network.

The Video Source: The video server streams a video se-

quence that is encoded offline by an H.263 encoder. The en-

coded bitstream contains intra frames (I), predicted frames

(P), and bidirectionally predicted frames (B). The encoded se-

quence is packetized into RTP packets, which are sent to the

transport protocol which in our case is TCP. The streaming

scenario we want to capture, assumes that there is a unicast

end-to-end session with the data flowing from the server to

the client. The server transmits packets to the network which

will either arrive at the client or get lost.
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Fig. 1. System model where the core and access networks are

independent.

The Network: Our network model is slightly different from

the current practice, since we wanted to also account for the

effect of handoffs. We model the access network as a three-

state Markov chain [6], where the three states are good, bad

and handoff. This implies that the handoff induced packet

losses are distinguished from other packet losses due to wire-

less errors in the access network. The duration of the succes-

sive good, bad, and handoff states are independent and iden-

tically distributed (i.i.d) with an exponential cumulative dis-

tribution function with mean TG, TB , and TH respectively.

Concerning the core network, it is modeled as a two-state

Markov chain since it approximates with sufficient accuracy

packet loss in the Internet, and the two states are lost (L) and

received (R). Based on the assumption of three-state Markov

model, the average packet loss rate because of wireless errors

will be given by:

PB =
πGB + πHB

πGB + πBG + πHB + πBH
(1)

The transition probabilities are calculated using maximum like-

lihood estimators. For example π̂GB = nGB

nG
, where nGB is

the number of times in the ACK messages that B state follows

G state, nBG is the number of times G follows B, and nG is

the number of times a good state is followed by a good. Con-

cerning the calculation of the other transitional probabilities,

they can be obtained similarly. In this way we obtain the aver-

age packet loss rate because of handoffs and wireless errors.

Because the core network is independent, the total end-to-end

packet loss rate will be:

Pe2e = PL + (1 − PL)(PB + PH) (2)

3. LATENCY MODEL

While the analysis of TCP behavior during a handoff event

is complex, two basic sideffects take place and we want to

capture their effect on the latency of specific packets. Figure 2

will be used for explaining TCP behavior. Let R, Y , and X

Sequence 
no.

time
Duration of 
bad wireless 
state X

RTO

packet lost

packet received

ack received

packet sent

FTT1

BTT1

C: No more acks
received, RTO 
starts

FTT2

BTT2

BA

RTT round

E

Fig. 2. Packet-level TCP behavior at the sender during IP

layer handoff.

denote the random variables of the RTT, the RTO, and the

handoff duration respectively. From figure 2 we can see that

when the one way latency FTT or L, is smaller than X two

cases arise:

Case 1, X > tE − tA: This condition means that the MH

will still be in the handoff state, while the RTO expires the

first time (time instant tE in figure 2). So if we want to express

the probability that the AN will be in handoff state for time

ε after handoff we can write P{S(tE + ε) = G|S(tE) =
H} = Pg(ε).This holds due to the memoryless property of

the distribution of X, causing thus the channel state at time

instant ε, to be independent from the state at tA. Therefore:

Pg(ε) = P{S(ε) = G} =
TG

TH + TG + TH
(1 − e−ε/TG) (3)

The term Pg(Y ) expresses the probability for the channel to

be good state after time Y , when the RTO expires. The aver-

age TO duration, for every possible RTO value, will be equal

to the probability that the channel is in good state at that spe-

cific RTO renewal (given that it was bad before) times the

value of the RTO. So this value will be:

LTO(Y ) =
6∑

i=1

2i−1Y × Pg(iY )
i−1∏
j=0

(1 − Pg(jY ))

+ 64Y Pg(64Y )
6∏

i=0

(1 − Pg(iY )) (4)

The product term in the previous equation expresses the prob-

ability that the AN was in handoff state, when the TO expired

in the previous time instants before i. In addition, after the

first six consecutive TOs the value of the TO will be fixed to

64Y . The last term on the above equation captures this event.

Case 2, X < tE − tA: In this case, we can see from fig-

ure 2, that it will also be tC < tE . This means that the sender
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will not experience a TO, but instead a TD and so it will fast

retransmit the first missing packet. The average latency intro-

duced due to this event be LTD =
∫ TH

t=0
(t + RTT )Pg(t)dt.

Therefore, the total latency for TCP can be expressed from

the previous two equations:

LTCP
H =

∞∑
l=0

P [l < L] =
∫ TH

t=Y

LTO(t)fX(t)dt

+
∫ TH

t=0

(t + RTT )Pg(t)dt (5)

The first term in the above equation follows from the assump-

tion that the disruption time due to handoff X , is exponen-

tially distributed with a mean equal to TH and a p.d.f fX(t).
Concerning the core network induced delay LN , that oc-

curs mainly due to buffering at the routing infrastructure, it

has been shown that it could be modeled as a shifted Gamma

distribution [7]. We will follow this latency distribution in

this paper, so that the derivation of an analytical closed form

solution is possible. We denote the p.d.f. as fLN
. Several

possible analyses can be preformed in order to model more

accurate the core network performance, but this research is

out of the scope of this paper.

4. PLAYBACK ADAPTATION ALGORITHM

In this section we will answer how the previously derived

latency estimate can be used by the playback algorithm at

the client. During initialization, the client requests from the

server a media file, which is progressively sent and added to

the playback buffer. The size of the playback buffer at the

client is denoted as B. When the backlog in the playback

buffer reaches the ideal b∗ bytes (in our case was set to 50%),

playback starts at a rate of c bytes/sec, while the current play-

back buffer occupancy is denoted as b.

From figure 3 we can understand precisely the main con-

cept behind the proposed model-based playback adaptation

algorithm. In this figure, the receiver and playback curves are

denoted as R(t) and P (t) respectively. The client calculates

the average packet latency every intra-frame period tf , and

derives an expected number of received bytes. The aforemen-

tioned task can be performed over a series of w intra-frame

periods, leading to tradeoffs between accuracy and processing

cost. Our objective now is to maintain the buffer occupancy

at b∗ so that both underflows and overflows are avoided. Now,

over the period of w−1 periods the buffer should ideally con-

tain (w − 1)b∗ bytes. The expected number of bytes that the

buffer will be lacking over the period of w − 1 intra-frame

periods will be equal to:

E[d(n,w)] = (w − 1)b∗ −
n+w∑
n+1

tf (i)
L(i)

(6)

Received 

bytes

Frame no.

Frame display time

n n+1 n+2 n+3 n+w

Intra-frame period =1 / fps

R(t)

P(t)
X

X

X

X

Received byte projection

.   .   .

Fig. 3. Playback adaptation with lookahead supported by the

analytical TCP latency model.

where
tf (i)
L(i) gives the expected number of delivered bytes in

the period i. Note that the previous equation can provide both

a positive and a negative value representing a lack or surplus

in bytes respectively. Based on this projection, we define a

new playback adaptation policy at the client. The playback

rate will be reset for the next frame (n + 1) as follows:

c(n + 1) =

⎧⎨
⎩

c(n) − (b∗ − b) − E[d(n, w)] if b < b∗

c(n) − E[d(n, w)] if b = b∗

c(n) + (b − b∗) − E[d(n,w)] if b > b∗

For example when there is a surplus in the received bytes (b >
b∗), the playback rate is increased by this surplus minus the

projection for the next w frames.

5. EXPERIMENTS

The network testbed for our experiments consists of a client-

server configuration that are linux boxes while the middlebox

is freeBSD machine that acts as a router. We used the middle-

box with the Dummynet software, for emulating the packet

losses due to wireless errors, handoffs in the access network,

and buffer overflows in the core network routers. The se-

quences FOREMAN, and COASTGURAD were used for the

video streaming experiments. The capacity of the bottleneck

link between the two routers was set to 250Kbps. All the se-

quences were encoded at 128Kbps with a target frame rate of

15 fps. The results were obtained by running the same sce-

nario 100 times and averaging the PSNR values of the same

experiments.

In the first experiment, we evaluated the effect of the hand-

offs on performance of the playback buffer. In figure 4, the x-

axis depicts the average value for the handoff duration (TH ),

and in the y-axis the normalized buffer underflow rate. We

compare our approach, with a playback adaptation strategy

reported at [4], and we also set the playback buffer size to

200 packets. The playback adaptation algorithms reported at

[3, 4] are based on the assumption that the underlying channel
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is a two-state Markov chain. This model has been shown to

be very effective in capturing the behavior of packet losses in

wireless fading channels. However our channel model cap-

tures also the effect of sustained handoffs.

Results for TCP can be seen in figure 4, and demonstrate

that the proposed playback adaptation algorithm can lead to a

lower number of buffer underflow events when compared to

playback adaptation algorithms identified in the literature [3].

We also present in the same figure a version of the algo-

rithm, where the server sents TCP parameter estimates to the

client in order to improve prediction. It is interesting to note

that when the handoff has small duration, then the version of

the protocol where the server is also active, does not corre-

spond to large benefits. However, when the handoff duration

is increased the mobile client cannot make good estimates

concerning the optimal playback rate. The proposed buffer

adaptation for TCP is proven more essential than initially ex-

pected, due to TCP’s rapid throughput decrease. At the core
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Fig. 4. Buffer underflow rate for TCP streaming experiment

with a WLAN→WLAN handoff.

of our performance evaluation, are the experiments that stress

test the heterogeneous path model, and essentially, the effect

of heterogonous packet losses. Results for peak signal-to-

noise ratio (PSNR) are depicted in figure 5. Since we evaluate

a playback algorithm, merely presenting PSNR at the decoder

does not make sense. Therefore, we performed this experi-

ment by setting a lower bound of 10 frames per second at the

decoder. This means that the decoder was displaying frames

even if the playback buffer was empty in order to maintain

this bound. By considering this, we show in this figure the

effects for a fixed wireless packet loss rate of PW = 0.001,

and varying packet loss on the core network PL. We compare

our protocol with the wireless video adaptation strategy de-

veloped at [5], where the authors of that study consider only

wireless errors. The advantage of the proposed algorithm, is

that adaptation is performed at a finer granularity.

6. CONCLUSIONS

The contribution of this paper is twofold: First, we introduce

the new idea of utilizing knowledge about the behavior of a
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transport protocol for designing media streaming algorithms.

We developed a simple latency model for driving the design

of an algorithm that controls playback adaptation at a mobile

and wireless client. The proposed algorithm, can be easily

implemented on top of the TCP protocol since it does not in-

troduce any modifications to the protocol stack. Performance

evaluation revealed the protocol’s ability to maintain a low

playback buffer underflow rate and significantly improve the

perceived video quality.
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