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ABSTRACT

In the integrity checking context of multimedia contents, a ma-

licious user aims at devising a forged content in order to fool a

watermarker by making him use as a genuine content. By consid-

ering that the watermark acts as an integrity stamp, the false-alarm

probability to recover the watermark signature in a forged content

is the criterion of interest. We study and solve a game for this cri-

terion between a watermarker and a falsifier which is allowed to

perform a substitution attack, i.e. replace the watermarked signal

by a non-watermarked content. As for the watermarker, we are

concerned with additive spread-spectrum (SS) embedding. Sig-

nals are modeled by parallel colored gaussian processes. Due to

the intractability of the false-alarm probability, we resort to Cher-

noff bound as an alternative cost. Our study confirms some com-

mon heuristics: the best attacker choice is to substitute the water-

marked host signal using a signal which has very close statistics to

the original host signal. The best watermarker strategy is to em-

bed the watermark into the weakest frequency power components

of the host signal. We finally consider the consequences of these

results in terms of frequency embedding domain for an image SS

watermarking scheme which has to be robust to compression. This

reveals notable differences with informed scalar quantized-based

schemes.

1. INTRODUCTION

Zero-bit watermarking (aka. one-bit watermarking) addresses the

problem to determine whether a tested content contains a given

watermark (hypothesis H1) or not (hypothesis H0). Regardless to

the embedding techniques and detection strategies, this problem

has been initially introduced to address copyright protection is-

sues [1]. In this context, the presence of a signature conveys com-

mercial rights information about the tested content. To be reliable,

the watermark should have maximal robustness against attacks.

More precisely, the watermarker aims at making the miss detection

probability Pr(choose H0|H1 is in force) (denoted Pr(H0|H1)
for short) as low as possible, keeping the false-alarm probability

Pr(H1|H0) under an acceptable bound. Reciprocally, an hacker

aims at erasing the watermark and hence maximizing the miss de-

tection rate. Both of them are supposed to mildly distorted the me-

dia since they are both supposed to be interested in its commercial

value. This approach refers to robust watermarking and it can be

formalized as a game [2] between two opponents: the watermarker

and an attacker.

Several other studies have chosen the overall probability of

detection error as performance criterion [2, 3]. Assuming that H0

and H1 have equal priors and equal error costs, this criterion reads
1
2
Pr(H0|H1) + 1

2
Pr(H1|H0). The watermarker wants to make

it as low as possible whereas the attacker wants to maximize it.

Traditionally, both of them are subjected to distortion constraints.

Now, one can ask what are the applicative goals of the latter prob-

lem? To jointly maximize the sum of both error probabilities, the

attacker ideally should perform an attack so that 1) he/she erases

the watermark when it is present (in order to maximize the miss

detection term Pr(H0|H1)) and 2) makes the detector use an non-

watermarked content as a watermarked one (in order to maximize

the false-alarm term Pr(H1|H0)). The first goal corresponds to

robust watermarking. The second one can however be viewed as

an integrity checking issue [4] by considering that the watermark

acts as an integrity stamp (i.e. the presence of the watermark is

interpreted as an authenticity evidence). To succeed, an attacker

has to devise some forged content (arbitrarily distinct from the

watermarked one) keeping the watermark detectable. These re-

quirements, which are exactly opposed to the robust watermarking

ones, refer to the fragile watermarking problems class1. Neverthe-

less, fragile watermarking has been seldom addressed in a game-

theoretic point of view [4]. In particular, what are the best wa-

termarker and attacker choices to respectively optimize the false-

alarm cost? In this paper, we investigate this question in consid-

ering that the watermarker uses Spread-Spectrum (SS) embedding

and the attacker performs a substitution attack, i.e. substitute the

watermarked content by his own non-watermarked content. By

additionally specifying that the system has to be robust to com-

pression in the context of image watermarking, we finally propose

an interpretation in terms of frequency embedding domain and a

strategy comparisons with scalar quantized-based schemes.

2. CONTEXT AND GAME FORMULATION

Our framework is depicted on Fig. 1. Let x ∈ R
N be a N -length

random vector to be marked. This host signal could be extracted

from an image block or an audio stream. A centered pseudo-

random signature w = {wn}1≤n≤N is produced. A secret key

acts as a seed for this pseudo-random pattern. This key is shared

at the embedding and detecting sides. w is added to x, producing

a spread-spectrum watermarked signal y|H1
. The latter content is

1Note that adopting the overall probability of error is a kind of "mix"
approach between robust and fragile watermarking. Although it often pro-
vides a clear mathematical framework, the applicative finalities of this
model remain less obvious.
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Fig. 1. Spread-spectrum substitution game context.

made publicly available. We consider the situation where a mali-

cious user, a falsifier, would like to tamper this signal for falsifica-

tion purposes (replace a car number plate by another one for ex-

ample). Basically, two strategies are possible: modify or substitute

the watermarked content. In this paper, we focus our attention on

the substitution attack, which is also the most studied [5]. That is,

the falsifier is allowed to build his own forged non-watermarked

signal y|H0
in order to substitute the original content y|H1

. To

identify illicit contents, a detector has to guess if a tested content

y contains watermark w (hypothesis H1) or not (hypothesis H0).

The detector is not assumed to know the original host signal (blind

watermarking). Once a detector structure has been chosen, False-

alarm and Miss watermark detection probabilities can be formally

defined by PF = Pr(H1|H0) and PM = Pr(H0|H1). As men-

tioned in the introduction, the forgery has reached its initial goal if

the attacker is able to make the detector use the forged content as

a genuine watermarked content. Hence, from the attacker point of

view, this is equivalent to devise a forged content which maximizes

the false-alarm probability PF . Conversely, the detector does not

want to be fool by a non-watermarked content. Thus, he wants

to keep the false-alarm probability as low as possible by correctly

tuning the embedded watermark. In a game-theoretic formulation,

false-alarm probability appears to be the game cost. The associ-

ated game is then

min
Pr(w)

max
Pr(y|H0

)
PF (1)

where Pr(w) and Pr(y|H0
) refer to the statistics of the water-

mark and the forged signal. Additionally, for the system to be reli-

able in absence of forgery, the watermarker expects to recover the

presence of the watermark with a target maximal miss detection

rate P0, i.e.
PM ≤ P0. (2)

This last constraint can provide to the watermark a minimal robust-

ness toward possible "innocent" processings (which should not be

considered as falsifications). This refers to semi-fragility systems.

Besides, it is also classically required that the watermark induces

a maximal average embedding distortion D0 to guarantee the wa-

termark invisibility, i.e.

Dw
∆
=

1

N
E ‖w‖2 ≤ D0. (3)

In this framework, note that it makes no sense to assume that the

falsifier is subjected to any distortion constraint. The only con-

straint for the attacker is here to produce any non-watermarked

signal.

3. PARALLEL GAUSSIAN SIGNALS AND
NEYMAN-PEARSON TEST

In order to make the stated game explicitly solvable, signals are

modeled by parallel colored independent gaussian processes such

it has been done in [6]. Host and forged signals are respectively

modeled as x ∼ N (0, R1) and y|H0
∼ N (0, R0), where R1

and R0 are symmetrical and positive definite N × N correla-

tion matrices. Since the detector knows pattern w, we thus have

y|H1
∼ N (w, R1) at the detector side. Note that the falsi-

fier could ideally design a non-centered signal. Nevertheless, our

framework assumes that the falsifier is supposed to devise a non-

watermarked content. Since the watermark information in y|H1
is conveyed by the mean of the distribution, one way to formal-

ize a substitution attack is to impose the attacker to produce any

centered signal. Moreover, most statistical modelings assumed

than "natural" signals are generally centered (such as in [7] in

the wavelet domain in instance). Hence, the centering assump-

tion implies that the forged signal should be any "natural" signal,

which seems to not be too restrictive. We consider watermarks

produced by a pseudo-random centered gaussian process2, that is

w ∼ N (0, Rw) where Rw is symmetrical and positive definite

N × N correlation matrices.

Let B be the Karhunen-Loève basis of x which makes R1

diagonal. For stationary gaussian processes, the Karhunen-Loève

Transform (KLT) is approximatively equal to the DCT whenever

N is large [6]. Each component can be viewed as a frequency

component. Hence, due to the good decorrelation property of the

DCT, we can assume that the forged signal and the watermark are

also decorrelated in B, thus have diagonal correlation matrices in

B. For 1 ≤ n ≤ N , we respectively denote {λ1(n)}, {λ0(n)}
and {λw(n)} the positive eigenvalues of R1, R0 and Rw. Since

KLT is unitary, the embedding distortion is preserved in B. In

the remainder of this paper, we now work in B. In particular,

we consider that all quantities involved so far correspond to their

representation in B without introducing new notations.

In the sequel it is assumed that the attacker knows or is able to

know the host signal and watermark distributions. Moreover, we

consider that the detector knows or is able to know the forged sig-

nal statistics. Then, knowing pattern w, the detector has to choose

between the two following hypotheses�
H0 : y ∼ N (0, R0)

H1 : y ∼ N (w, R1)
(4)

for a given tested signal y. The optimal procedure is a Neyman-

Pearson test [8] based on the likelihood ratio of y. This equals

Λ(y) = log
Pr(y|H1)

Pr(y|H0)
(5)

=
1

2

�
log

|R0|
|R1| − (y − w)T R−1

1 (y − w) + yT R−1
0 y

�
.

For a given detection threshold τ , the Neyman-Pearson test is per-

formed by the decision rule

Λ(y)

�
> τ ⇒ H1,

≤ τ ⇒ H0.
(6)

2Noteworthy, one can show that all the stated results in this paper
remain valid in also considering watermarks with antipodal form, i.e.
wn = ± (λw(n))

1
2 .
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The associated False-alarm and Miss probabilities are then

PF |w (τ) = Pr(Λ(y) > τ |w, H0) and PM|w (τ) = Pr(Λ(y) ≤
τ |w, H1). Averaging these quantities over all possible realiza-

tions of pattern w, we get PF (τ) =
�

w∈RN Pr(w)PF |w (τ)dw

and PM (τ) =
�

w∈RN Pr(w)PM|w (τ)dw.

The average embedding distortion (3) is expressed by Dw =
1
N

Trace(Rw) = 1
N

�N
n=1 λw(n). Due to the watermarking con-

text, we additionally assume that the watermark power compo-

nents remain locally smaller than the host signal components, that

is ∀n ∈ {1, . . . , N}, λw(n) � λ1(n). Then, game (1) can be

rewritten as

min
{λw(n)}

max
{λ0(n)}

PF (τ) subject to

��
�

PM (τ) ≤ P0,�N
n=1 λw(n) ≤ ND0,

∀n, λw(n) � λ1(n).
(7)

4. CHERNOFF BOUNDING

For game (7) to be solved, expression or estimate of probability

PF |w (τ) is required. In the general case (that is when y|H1
and

y|H0
are not assumed to have equal variances and/or equal means),

this quantity does not admit closed-form expression. Instead, one

possible solution is to work with dissimilarity metrics between ri-

val data distributions (4). In particular, for s ∈ [0, 1], the Chernoff

distance

Dc(s, w) = − log

�
y∈RN

Pr(y|w, H0)
1−sPr(y|w, H1)

sdy

(8)

is widely used as a dissimilarity measure between statistical dis-

tributions [9]. This distance is relevant since it generally leads to

meaningful upper bounds on error probabilities to address hypoth-

esis testing setups [10]. It can be shown that [8]

PF |w (τ) ≤ e−Dc(s,w)−sτ
(9)

where s is determined such as D′
c(s, w) = −τ holds. Here,

D′
c(s, w) is the first derivative of Dc(s, w) with respect to s.

Then, averaging (9) over w, we have

PF (τ) ≤
�

w∈RN

Pr(w)e−Dc(s,w)+sD′
c(s,w)dw (10)

∆
= d(s). (11)

d(s) acts as a meaningful upper bound which guarantee a pre-

scribed false-alarm rate. Hence, it can also makes sense for the

attacker and watermarker in aiming at respectively optimize it.

Then, we now choose d(s) as an alternative optimization criterion.

Note that this approach holds when addressing strategy setup. On

the other hand, a performance analysis should require more accu-

rate estimate techniques (see [8], chap. II.7). In our case, denoting

u(n, s)
∆
= sλ0(n)+(1−s)λ1(n), (8) becomes after some algebra

Dc(s, w) =
1

2

N�
n=1

w2
n

s(1 − s)

u(n, s)
− log

λ1(n)1−sλ0(n)s

u(n, s)
(12)

and straightforward computations yield log d(s) =

1

2

N�
n=1

s
λ0(n) − λ1(n)

u(n, s)
+ log

λ1(n) u(n, s)

u(n, s)2 + s2λ0(n)λw(n)
. (13)

5. ATTACKER STRATEGY

We now return to the game: the attacker aims at maximizing d(s),

or equivalently log d(s), knowing that the watermarker has pre-

viously embedded a mark which respects the distortion constraint

(3). Furthermore, the detection constraint (2) implies that thresh-

old τ has been set by the detector in such a way that PM (τ) ≤ P0

holds. Hence, τ is to be tuned after the attacker and the wa-

termarker choices. Hence, it can be considered as fixed during

the game3. As τ varies, s maps [0, 1] according to the relation

D′
c(s) = −τ [8]. Then, P0 fixes τ , and then s. For fixed {λ1(n)},

{λw(n)} and s, the attacker strategy part is given solving

max
{λ0(n)}

log d(s) (14)

where the {λ0(n)} solely have to remain positive. Evaluating the

gradient of log d(s) with respect to the component λ0(n), 1 ≤
n ≤ N , and setting it to zero are equivalent to solve the N follow-

ing third order polynomial equation in λ0(n)

0 = s3λ0(n)3 + s(2 − 3s)λ1(n)λ0(n)2

+λ1(n)
�
(3s − 1)(s − 1)λ1(n) − s2λw(n)

�
λ0(n)

+(s − 1)2λ1(n)2
�
λw(n) − λ1(n)

�
. (15)

Evaluating the real roots and applying a Taylor expansion with
λw(n)
λ1(n)

� 1, it comes that log d(s) is possibly maximal for

λ0(n) � λ1(n) + (1 − 2s)λw(n). (16)

Moreover, it can be shown that the second derivative of the cri-

terion keeps a constant sign on a neighborhood of λ0(n) =
λ1(n) + (1− 2s)λw(n), which makes it an optimum point. Since

λw(n) � λ1(n), (16) shows that the optimal distribution of

the forged signal remains very close to the original host signal

ones. This confirms a widely observed heuristic in integrity check-

ing which states that the more challenging substitution attack is

achieved with the original host content.

6. WATERMARKER STRATEGY

We now address the watermarker strategy. Face to the previous

optimal attack (16), the watermarker aims at minimizing log d(s)
with respect to {λw(n)} subjected to the distortion constraint�N

n=1 λw(n) ≤ ND0 and for some fixed s. Taking into ac-

count attack (16) and applying a Taylor expansion of log d(s) with
λw(n)
λ1(n)

� 1, we get

log d(s) � −s2

2

N�
n=1

λw(n)

λ1(n)
. (17)

Note that each term of the sum is the watermark-to-host power ra-

tio in the nth component. The initial minimization then becomes

equivalent to maximize the sum
�N

n=1
λw(n)
λ1(n)

. This maximization

is solved as follow: let n0 be the index of the weakest host signal

3PF (τ) being monotonic decreasing with respect to τ , note that the
detector should set τ to a maximal value. And since PM (τ) is increasing
with respect to τ , this maximal value is the one which verifies PM (τ) ≤
P0 with equality.
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component, i.e. n0 = arg minn λ1(n). Doing so, we straightfor-

wardly derive an upper bound of the sum by

N�

n=1

λw(n)

λ1(n)
≤ 1

λ1(n0)

N�

n=1

λw(n) =
1

λ1(n0)
ND0. (18)

It is clear that upper bound (18) is reached in choosing λw(n0) =
ND0 and λw(n) = 0 for all n 	= n0. Then, the optimal strategy

for the watermarker is ideally to spend all the distortion budget on

the weakest host power component. Of course, in practice, this

strategy cannot be admitted since locally concentrating too much

power on a single component would imply some visibility of the

watermark, violating the constraint λw(n) � λ1(n) for some

component n. In a more realistic context, some Human Visual

System [11] will fix a maximal watermark-to-host signal power

ratio R(n) in each component n (i.e. ∀n ∈ {1, . . . , N}, λw(n)
λ1(n)

≤
R(n)) which ensures perceptual transparency. Despite these addi-

tional constraints, one can show that the optimal repartition among

the components remains unchanged in its principle: fill first the

weakest component until the local constraint
λw(n0)
λ1(n0)

≤ R(n0) is

saturated. Then, fill the second weakest component until the local

constraint is saturated, etc. Stop when the distortion budget ND0

has been completely spent.

7. INTERPRETATION AND STRATEGY COMPARISONS
WITH QUANTIZED-BASED SCHEMES

In the context of image watermarking, we now propose to fur-

ther interpret these results in term of embedding frequency do-

main and to make a comparison with distortion compensated scalar

quantization-based scheme (QIM) [3] studied in the semi-fragile

integrity checking context [4]. To this end, we specialize the pre-

vious framework in considering that signal x which has been ini-

tially defined as the host signal is in fact the sum of two signals: the

real raw host signal and an additive independent noise which mod-

els a compression processing, say a JPEG-like processing. Hence,

doing so, we require the system to also be robust toward compres-

sion according to constraint (2).

From the attacker point of view, the situation is fundamentally

distinct from the forgery strategy with QIM: for SS, Sect.5 has

shown that there exists an optimal substitution attack whereas, for

QIM, any non-watermarked forged signal provide constant perfor-

mances [4]. This can be interpreted as a forged signal interference

rejection capability. SS embedding thus does not have this feature.

As for the watermarker, when the embedding domain is

viewed as the DCT domain, results of Sect.6 point out that the

watermark should be inserted in the highest frequencies as they

traditionally provides the smallest variances for natural images.

However, compression processings cannot be considered as ad-

ditive in this domain since they traditionally eliminate high fre-

quencies for perceptual reasons. Hence, these components are not

expected to be a relevant embedding domain since the watermark

no longer survives even if no forgery occurs. Instead, middle fre-

quencies should convey the watermark. This strategy also appears

to be distinct from QIM wherein low frequencies have been shown

to be the first chosen to embed the mark [4]. This difference can

be simply explained: since SS is not interference-rejecting, the

most polluting signal is mainly the raw host signal contribution

more than the compression contribution. Conversely, in the QIM

case, the interference rejection removes the host signal contribu-

tion. Thus detection performances are only influenced by the com-

pression noises, which have smaller variances in low frequencies

for perceptual reasons. Hence, low frequencies are first involved

for QIM.

8. CONCLUSION

Fragile watermarking problem has been specifically addressed

through game theory: a falsifier aims at devising a forged content

in order to fool a watermarker by making him use as a genuine

content. When the watermark acts as an integrity stamp, the false-

alarm probability to recover the watermark signature in a forgery

content is the criterion of interest. We study and solve a game for

this criterion between a watermarker and a falsifier. The attacker is

assumed to perform a substitution attack, that is the watermarked

signal is replaced by a non-watermarked content. As for the water-

marker, we are concerned with additive spread-spectrum embed-

ding. Signals are modeled by parallel colored gaussian processes.

Due to the intractability of the false-alarm probability, we resort to

Chernoff bound as an alternative cost.

Our study confirms some common heuristics: the best substi-

tution attack uses a signal which has very close statistics to the

original host signal. Face to this, the best watermarker strategy is

to embed the watermark into the weakest frequency power compo-

nents of the host signal.

Specifying that a spread-spectrum image watermarking sys-

tem should also be robust to JPEG-like compression, we have pro-

posed an interpretation in terms of frequency embedding domain

and a strategy comparisons with quantized-based schemes. Due

to the non-interference rejection capability of spread-spectrum, it

has been pointed out that middle frequencies should be chosen first

to embed the watermark. This turns out to be distinct from in-

formed quantized-based scheme where interference rejection ca-

pability makes the low frequencies the appropriate embedding do-

main.
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