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Abstract— A new rate control algorithm for the H.264 encoder
is developed in this work. There are several unique features in
the proposed rate control scheme. First, a two-stage encoding
mechansim is used to resolve the problem of inter-dependency
between R-D optimization (RDO) and rate control (RC) in H.264.
Second, it is emphasized that the bits of the header information
may occupy a larger portion of the total bit budget especially
when encoding at low bit rates in H.264. To address this issue,
a rate model for the header information is established so as
to estimate header bits more accurately. Third, a new source
rate model is proposed to estimate the quantization parameter
(QP) from the residual signal. Built upon the above ideas, a
rate control algorithm is developed for the H.264 baseline-profile
encoder under the constant-bit-rate (CBR) constraint. It is shown
by experimental results that the proposed scheme can control bit
rates accurately with the R-D performance better than that of
the rate control algorithm implemented in H.264 JM8.1a.

I. INTRODUCTION

The H.264 video standard has gained much attention re-
cently due to its substantial coding gain over existing coding
standards. An efficient rate control algorithm for the H.264
encoder is important to its practical use under various trans-
mission channels. Among several new coding technologies
adopted, the RDO process with various intra- and inter-
prediction modes and multiple reference frames provides a
major contribution to the high coding efficiency of H.264.
However, it also makes rate control of H.264 difficult due to
the inter-dependency problem between RDO and RC, which
is described as a “chicken and egg” dilemma in [1].

Several model-based rate control algorithms have been
proposed for H.264. In [1], the mean of absolute differences
(MAD) of each basic unit in a current frame was estimated by
the MAD of the collocated basic unit in a previous frame using
a linear model. Then, a quadratic rate model was employed to
determine the QP of a basic unit, which can be either a frame,
a slice or an MB. In [2], the residue of each picture was first
estimated by performing RDO with a reduced set of intra-
and inter-prediction modes and the number of reference frame
was limited to one. After that, the standard deviation of the
estimated residue was fed into the H.263 TMNS8 R-D models
to determine a QP. In [3]-[5], similar rate control algorithms
were also proposed for H.264.

However, the above algorithms have the following limita-
tions. First, the exact residual signal is not available before
RDO. Second, the header information such as MB modes,
MYVs and reference frames are not available before RDO,
either. Most previous research attempted to resolve the RDO-
RC inter-dependency problem by examining the MAD or
variance of the residual signal. However, due to various coding
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Fig. 1. (a) The percentage of header (MV + Mode) bits at various QP values
and (b) header bits when @@ P=35 as a function of the frame number. P frames
of the QCIF “Foreman” sequence are encoded with a single reference frame.

options, bits associated with the header information vary a lot
from frame to frame, and they may occupy a larger portion of
the total bit budget than source bits. The impact of header bits
becomes more obvious at low bit rates. Therefore, an accurate
estimate of header bits is also critical to rate control of H.264.
These issues are addressed in detail in this work.

The rest of this paper is organized as follows. In Sec. II,
a two-stage encoding scheme is presented. For the H.264
baseline-profile encoder, details of the proposed rate control
algorithm with the new header and source rate models are
described in Sec. III. Experimental results are presented in
Sec. IV. Finally, concluding remarks are given in Sec. V.

II. TWO-STAGE ENCODING SCHEME

The inter-dependency of RDO and RC is the major differ-
ence between the rate control problem for H.264 and prior
standards. It affects header bits for the header information as
well as source bits for residual signals. Thus, the decoupling
of RDO and RC is a key issue in the rate control of H.264.
In this section, we propose a two-stage encoding scheme to
decouple these two operations.

A. Two Observations

While it has been known that residual signals or the in-
formation related with them are essential to model-based rate
control algorithms, the header information has been thought
to be less important in previous standards such as MPEG-1/2,
H.263 and MPEG-4. In the previous standards, the amount
of header bits nearly constant and small as compared with
that of source bits. Thus, it can be easily estimated by the
average header bits of previous frames. In contrast, the size of
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header bits in H.264 can no longer be ignored. Fig. 1 shows the
percentage of header bits at various QP values for the QCIF
“Foreman” sequence. It also shows the variation of header
bits when it is encoded using the QP value of 35. We see
from Fig. 1 that header bits occupy a large portion of the total
amount of bits. When a input sequence is encoded at very low
bit rates, the amount of header bits even exceeds that of source
bits. It is also worthwhile to point out that the size of header
bits fluctuates significantly from frame to frame, which means
header bits cannot be estimated simply by the average value
of previous frames.

To resolve the inter-dependency of RDO and RC, we pro-
pose a two-stage encoding scheme based on two observations.
Let QP,, and QF,,_; be the average QP values of the n-th
and the (n — 1)-th frames, and QP; and QP, be QP values
for RDO and quantization, respectively. Then, we observe the
following two interesting phenomena.

1. The variation between the QP values of two consecutive
frames is usually restricted to a small range for smooth
video playback; namely,

|QP, — QP,_1] <A, where A < 3. (1)

2. The decrease of the coding gain is not much even though
QP and QP, are different as long as their difference is
restricted to a small range. Thus, we have

|QP; — QP2 < A, where A < 3. 2)

The first observation is often exploited in model-based
rate control algorithms [1]-[5] including the proposed one to
smooth the quality variation between frames and/or between
MBs. In H.264, given a pre-determined QP, the RDO process
performs motion estimation and mode decision so as to choose
the best set of reference frames, MVs and a MB mode by
minimizing the following Lagrange cost:

J(Sqr) = D(Sqp) + AM(QP) - R(Sqp), 3)

where A\(QP) is a Lagrange multiplier, which depends on the
pre-determined QP value [6]. The second observation says that
even though QP; and Q P, are different, the loss in the coding
gain after RDO is not significant as long as the difference
between them is small. Experiments show that the coding gain
loss is around 0.2 dB when |QP; — QPz| = 3 and that it is
negligible when |QP; — QP;| = 1.

B. Two-Stage Encoder Structure

The proposed two-stage encoding scheme is shown in Fig. 2.
In the first stage, QP is initially set to be the average Q) P> of
a previous frame, and perform RDO for all MBs in a current
frame using QP; to determine the residual signal and the
header information. The residual signals of all MBs go through
DCT/Q and IQ/IDCT to get a reconstructed frame, which is
required for intra predictions of subsequent MBs. After the
first stage, given the target bits to the current frame, QP;
values of all MBs are determined by the proposed rate control
algorithm such that |QP; — QP2 = 3 (to be discussed in
Sec. III). Finally, the residual signal of each MB are encoded
using QP; in the second stage.
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Fig. 2. The proposed two-stage encoding scheme for rate control of H.264.

In the second stage, if an MB is inter-coded, its residual
signal is simply re-quantized using @ P». However, if an MB
is intra-coded, the residual signal should be updated since
its neighboring pixels can be different from those in the
first stage. For such a case, the residual signal is updated
assuming the same intra mode determined in the first stage
of encoding. Note that the high coding complexity of the
H.264 encoder comes mainly from RDO. The proposed two-
stage encoding scheme only requires one extra DCT/Q and
IQ/IDCT performed in the first stage. Since RDO is performed
only once, the additional encoding complexity demanded by
the two-stage encoding scheme is small as compared with the
overall H.264 encoding complexity.

III. PROPOSED RATE CONTROL ALGORITHM
A. Rate Model for Header Bits

Let R be the total number of bits allocated to a frame,
and let R,.. and Rjq4,- be source and header bits of the frame,
respectively. For rate control, the available source bits should
be identified first by estimating the required header bits after
RDO. A novel rate model for header bits is proposed here. To
estimate header bits, every MB in a frame is classified into
two classes (i.e., inter MBs and intra MBs) and the header
bits of these two classes are estimated separately.

For inter MBs, their header bits have a strong relationship
with the number of non-zero horizontal/vertical MV elements,
Ny2mve, and the number of MVs, Nysy. To give an example,
suppose an MB is partitioned into four 8x8 blocks and the four
MVs are (4,1), (2,0), (3,7) and (0,0). Then, Ny pmve =
5 (i.e. 4,1, 2, 3 and 7) and Ny = 4. We observe from
experiments that header bits of inter MBs in a frame can be
estimated by the following linear model:

thT,inter =7" (anMVe +w- N]\/IV)7 (4)

where v is a model parameter and w is a weighting factor
that depends on the number of reference frames. The value
of w is set to 0.5, if the number of reference frames is larger
than 4. It is set to 0.4, if the number of reference frames
is equal to 3 or 4. It is set to 0.3, if the number of reference
frames is equal to 1 or 2. The relationship between Ryar, inter
and (Np.prve +w - Nagy) for the “Table Tennis” sequence is
plotted in Fig. 3, which confirms the rate model as given in (4).
The same relationship is observed for many other sequences.
For intra MBs, header bits of intra MBs in a frame can be
estimated simply via

thr,int’ru = IVintra ° bintra» (5)
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Fig. 3. The relationship between Rpdr, inter and (Npzarve +w - Nasv)
for the QCIF sequences, (a) “Table Tennis” and (b) “Salesman”. For each
sequence, 30 frames are encoded using every five QP from 15 to 40 with a
single reference frame.

where N;pirq 18 the number of intra MBs in a frame and
bintrq 1S the average number of header bits of intra MBs.
Finally, the total number of header bits of a frame is equal to
thr, inter + thr, ntra-

B. Rate Model for Source Bits

A new source rate model is proposed for H.264 here.
The basic unit for DCT and quantization is a 4x4 block in
H.264. Accordingly, the 4x4 block is the smallest unit that
can be either coded or skipped. For instance, a 4x4 block
will be skipped if all of 4x4 DCT coefficients are zero after
quantization. Otherwise, it is a coded block. In our proposed
scheme, all 4x4 blocks in a frame are first classified into either
skipped blocks or coded blocks. Since no bit is required for
skipped blocks, the source bits can be estimated by focusing
on coded blocks. More specifically, let SAT D, be the sum of
absolute transform differences (SATD) of coded 4x4 blocks.
Then, the source rate can be estimated via

Rore(Q) = - SATTDJQ)

where « is the model parameter and () is the quantization
stepsize. This is confirmed by the plot in Fig. 4. Note that
SAT D, has similar characteristics with the MAD of coded
4x4 blocks. However, it is used in the proposed model due to
its slightly better performance in the source rate model.

) (©6)

C. Coded Block Identification

In order to apply the proposed rate model properly, we
have to identify whether a 4x4 block will be coded or not at
different QP values. Let X (¢, ) and X,(¢, ) denote the DCT
coefficients at the (¢, j) position before and after quantization.
In H.264, coefficient X (i, j) is quantized as [7]

Xq(i,5) = sign{X (i, )} - @)
[(IX ()| - AQar, i, 5) + f-217F9F) > (17 + Qp)),

where Qp = QP mod 6 and Qr = QP/6. As indicated

above, the quantization process is done differently according to

a QP value, which makes the p-domain rate model [8] difficult
to be applied in H.264 rate control. In the proposed algorithm,

Fig. 4.  The relationship betweeb Rsrc and SATD./Q for the QCIF
sequences, (a) “Table Tennis” and (b) “Salesman”. For each sequence, 30
frames are encoded using every five QP from 15 to 40 with a single reference
frame.

coded blocks are identified in the first stage of encoding. To
see whether a 4x4 block is coded or not, we first identify
X mae Which satisfies the following condition:

KXmaz = arg max ‘X(17])| . A(QM: imj)a
1<4,5<4

®)

where Qy = QP mod 6. Then, X,,,. iS quantized again
using all of the QP values ranging from QP —3 to QP + 3
since the difference between QP; and QP is restricted to 3.
If X,qz 1s nOt zero after quantization at the particular QP, the
corresponding 4x4 block is a coded block.

D. Rate Control Algorithm

Based on the two-stage encoding scheme along with the
new rate models, we propose an algorithm for constant bit
rate (CBR) control of the baseline profile encoder, which is
useful to real-time applications such as video conferencing.
The proposed algorithm is performed as follows:

STEP 1. Allocate the target bits to the current frame, Rr.

STEP 2. Perform the first stage of encoding using QP

to get the residual signal and the header information. The

coded 4x4 blocks are identified and SAT D.(Q) of all MBs
are computed for QP € (QP;-3, QP1+3).

STEP 3. Estimate the header bits using Egs. (4) and (5) so

that the available source bits R,,. can be obtained.

STEP 4. Suppose that the current MB number is m. Let

R, be the available source bits before encoding the m-th

MB. In this step, QP> of the m-th MB is determined as

follows. First, compute the total SATD.(Q) of remaining

MBs for QP € (QP;-3, QP1+3). Using (6) and SAT D.(Q)

values, we can estimate the source bits, RSTC(Q) for QP €

(QP1-3, QP;+3). Next, find the QP that minimizes the

distance between R,,.. and the estimated source bits, i.e.,

QPZ,m = , ‘Re'rc(Q(q)) - Rs7'c|7 (9)

arg min
q€(QP1—3,QP1+3
where ((g) is a quantization stepsize corresponding to g.
Finally, encode the residual signal of the m-th MB using
QP> ,, and update R,.. by subtracting the actual source
bits of the m-th MB from it.

STEP 5. Repeat Step 4 for all MBs in the current frame.
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STEP 6. Update model parameters v and « as well as the
buffer status, and then move to the next frame.

IV. EXPERIMENTAL RESULTS

The proposed algorithm is implemented in the H.264 refer-
ence software, JM8.1a with the baseline profile. Since the main
objective of our experiments is to show the advantages of the
two-stage encoding scheme and the proposed rate models, the
proposed algorithm is implemented with a simple bit allocation
method assuming a single GOP structure. It is compared with
that in JM8.1a, which is based on [1]. More specifically, 280
frames are encoded as P frames with a single reference frame
except for the first I frame at frame rates of 30. The first I
frame is encoded using the QP determined by the same rule
in JMS8.1a for fair comparison. The target bits for subsequent
P frames are allocated by the following rule. Let N,.(n) and
T, (n) be the number of remaining frames and the number of
remaining bits before encoding the n-th frame, respectively.
Then, the target bits for the n-th frame is simply determined
by T,(n)/Ny(n). The initial values of model parameters v and
a in (4) and (6) are set to 6.0 and 0.4, respectively, for the
first P frame in the proposed algorithm.

Various QCIF sequences are encoded at 64 Kbps. The buffer
size is set to two times of the channel rate such that no buffer
overflow is caused by the RC algorithm in JM8.1a. Table I
shows the experimental results, where we can see that the
proposed algorithm can meet the target bit rate more closely.
Moreover, better picture qualities are achieved by the proposed
algorithm. Fig. 5 shows the variations of bits as a function of
the frame number. Since the residual signal and the header
information are available after the first stage of encoding and
the proposed rate models are accurate, the proposed algorithm
can control the bit rates of all frames constantly.

TABLE I
COMPARISON OF TWO RATE CONTROL ALGORITHM

Sequences JM8la Proposed
Bitrate | PSNR | Bitrate PSNR (gain)
News 64.15 34.48 63.99 34.87 (+0.39)
Carphone 64.09 3243 64.01 32.74 (+0.31)
Mot & Dau 64.04 37.73 64.00 38.01 (+0.28)
Salesman 64.04 35.36 64.01 35.59 (+0.23)
Foreman 64.12 31.53 64.00 31.79 (+0.26)
Silent 64.03 33.54 64.00 33.56 (+0.02)
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Fig. 5.  Bits per frame by the proposed algorithm and that in JMS.1a,
respectively, for the QCIF sequences, (a) “Carphone” and (b) “Mot & Dau”.
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Fig. 6. The distributions of QP;-Q P> by the proposed algorithm for the
QCIF sequences, (a) “Foreman” and (b) “News” at 64 Kbps.

Fig. 6 shows the distribution of QP; — QP, for different
sequences. For the "Foreman” sequence, the probabilities of
|QP1 — QP2 < 1 and |QP; — QP > 3 are larger than
95% and less than 2%, respectively. For the "News” sequence,
these probabilities are larger than 80% and less than 4%,
respectively. Generally, the difference between QP; and Q P,
is small for most frames in a sequence whether the sequence
is of high activity or not. It implies that the average QQ P, of a
previous frame provides a good estimate of ()P, of a current
frame and the coding gain loss by the two-stage encoding is
very small in this application with the baseline profile.

V. CONCLUSION

A new model-based RC algorithm for H.264 based on
the two-stage encoding scheme was proposed. The RDO-RC
inter-dependency problem is resolved by the two-stage encod-
ing scheme at the cost of little extra encoding complexity.
Moreover, both source and header bits can be well estimated
using the proposed rate models. Thus, the proposed RC
algorithm can control bit rates accurately with improved R-D
performances as compared with the RC algorithm in JM8.1a.
Future work includes rate control for different video coding
applications, for example, non-conversational applications that
requires a finite GOP structure with B frames.
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