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ABSTRACT 

Motion Estimation (ME) is a core part of most modern 
video coding standard, and it directly affects the 
compression efficiency and visual quality of a video. If 
Full Search (FS) algorithm is used, ME could takes over 
70% of computational power. Many algorithms such as 
TSS and PMVFAST, have been developed to achieve 
great speed up for ME. In this paper, a new algorithm 
Enhanced-PMVFAST (E-PMVFAST) is proposed, which 
performs better than most if not all other existing 
algorithms in terms of speed up factor while keeping the 
similar PSNR with FS. Our experiments have also 
verified the robustness of the proposed E-PMVFAST 
algorithm. 
 

1. INTRODUCTION 

Most of state of art video compression standard, such as 
MPEG4 and ITU JVT/H.264 [1], use Block Matching 
Motion Estimation (BMME) to exploit temporal 
correlation between frames in a video and then achieve 
high compression by reducing this redundancy. The most 
common distortion measurement between the regarding 
block and referenced block in ME is Sum of Absolute 
Difference (SAD), for an NxN block, which is defined as: 
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where tF is the current frame, 1−tF  is the previous frame and 
(mvx, mvy) represents the current motion vector (MV). 
For a frame with width = X, height = Y, Search Range = 
W and the block size is NxN, the total number of search 
points of ME for this frame equals to: 
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where X = 352, Y=288, N=16 and W = 32 in this case. 
This is a huge number that consume the largest portion of 
computation power in a video encoder. Many fast 
algorithms [2] – [9] have been proposed to reduce the 
number of search points in ME, such as Three-Step 
Search (TSS) [11], 2D log Search [12], New Three-Step 
Search (NTSS) [3], MVFAST [7], and PMVFAST [2]. 
MVFAST and PMVFAST significantly outperform over 

the first two algorithms as they performed center bias ME 
using median motion vector (MV) predictor as search 
center and hence reduced the number of bits that used to 
encode the MV by smoothing the motion vector field. 
However, both of these algorithms did not consider the 
change of the median MV predictor for the next block 
due to the selection of current MV which can affect the 
smoothness of the whole motion vector field. In this 
paper we proposed a new algorithm named Enhanced 
Predictive Motion Vector Field Adaptive Search 
Technique (E-PMVFAST), different from PMVFAST, not 
only did E-PMVFAST consider the motion field 
smoothness by involving the current median MV 
predictor, but also involves the estimated median MV 
predictor of the future coding block.  

In section 2, PMVFAST will be briefly introduced. The 
sub-optimal motion vector field will be discussed in 
section 3. We will describe the E-PMVFAST in section 4. 
Section 5 and 6 are the simulation result and conclusion. 
 

2. PREDICTIVE MOTION VECTOR FIELD 
ADAPTIVE SEARCH TECHNIQUE (PMVFAST) 

In [2] PMVFAST algorithm was introduced. This 
algorithm has significantly improvement on MVFAST 
and other fast algorithms, and thus was previously 
accepted into MPEG standard [10]. At the beginning, 
PMVFAST initial a set of MV predictors, includes 
median, zero, left, right, topright and previous MV 
predictor as shown in Figure 2. And then compute the 
RD Cost [13] for each of these predictors using the 
following cost function: 

(1) 

where s is the original video signal and c is the referencd 
video signal, m is the current MV, p is the median MV 
predictor of the current block, 

motionλ is the lagrange 
multiplier and R(x) represents the bits used to encode the 
motion information. The next step is to select the MV 
predictor that has minimum cost, then performs large or 
small diamond search based on the value of the minimum 
RD cost obtained from the MV predictors. 
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3. THE SUB-OPTIMAL MOTION VECTOR FIELD 

For each frame in a video, there must exists a motion 
vector field that globally minimizes the total RD Cost for 
the whole frame, that is, to minimize: 
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(2) 
Where (i, j) represents a block in a frame with MxN 

blocks. For fixed QP, λλ =ji,
 = CONSTANT, and 

),,( 1,11,,1, −+−−= jijijiji mmmmedianp           

(3) 
However, obtaining the optimal cost for whole frame 

has exponential order of computational complexity, 
which is not practical to do so. So the scope of E-
PMVFAST is restricted to optimizing the MVs of 
consecutive blocks instead of the whole frame. The 
formula (2) and (3) show that the choice of current MV 
directly affects the RD cost of the next block. For fixed 
RD cost of current block, minimizing: 
                                   |)(| ,,1
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will minimize the RD cost for next block where +
jip ,
 is 

the estimated median MV predictor for next block, i.e. 
),,( 1,21,1,, −+−+

+ = jijijiji mmmmedianp      (5) 

Since R(x) is an injective monotonic increasing 
function [13] for x > 0, this leads to the minimization is 
equivalent to minimizing: 
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jim ,1+
is unknown, but the above formula can be 

approximated by ][ ,,
+− jiji pmE , figure 1 shows the 

distribution of +
+ − jiji pm ,,1

 (shown in solid line) and 

+− jiji pm ,,
 (shown in dotted line) for Foreman sequences, 

we can conclude that they are roughly in the same 
distribution with different variance. As a result, 
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+ − jiji pmR  can be approximated by 

W* |)(| ,,
+− jiji pmR , where W > 0. Let s be +− jiji pm ,,

, we 

can model s to be a Single side Laplacian random 
variable for s >= 0, i.e. 

 sesP αα −=)(                          
(7) 

Where α  is the Laplacian parameter, and 2σ is the 
variance, E[s] equals to: 
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The above equations show that minimizing equation 
(6) is equivalent to minimizing the variance of s for the 
next block while selecting the current MV. When 

1,1, −+→ jiji mm  and
1,2, −+→ jiji mm , the variance of +

jip ,
is 

minimized, and hence the expected RD Cost for the next 
block is minimized. 

 
Fig. 1– the distribution of +

+ − jiji pm ,,1
 and +− jiji pm ,,

 
 

4. ENHANCED PREDICTIVE MOTION VECTOR 
FIELD ADAPTIVE SEARCH TECHNIQUE            

(E-PMVFAST) 

E-PMVFAST does not use the left, right, topright and 
zero MV predictors that are used in PMVFAST, because 
these predictors may belong to some outlier objects that 
far away from the median MV predictor, and hence 
causes the current MV going far away from the median 
MV predictors that cause large MV cost.  Section 3 
showed the current MV selection criteria of E-PMVFAST. 
E-PMVFAST introduced the Future median MV predictor 
as a new search center and a new weighed RD Cost 
function that involves +

jip ,
. The remaining part of E-

PMVFAST is basically similar to PMVFAST, which 
involves Small or Large Diamond Search.  

Step 1: Obtain the median MV predictor
jip ,
  

(MedianMV), previous MV (PreMV). 
Step 2: Compute the Future median MV predictor +

jip ,
 

(FMedianMV), which is equal to Median(MedianMV, 
TopRighMVt, TopRightRightMV). 
Step 3: When the current frame is the first P frame, then 
PreMV is invalid. When current block is at top or right 
boundary of the frame, then FMedianMv is invalid. 
Step 4: Compute Costs using all of the valid MV 
predictors, if |MVx - MedianMVx | <= 4 integer pixel 
and |MVy - MedianMVy | <= 4 integer pixel, then cost = 
SAD + R(MV –  MedianMV); otherwise, cost = SAD + 
w1 * R(MV – MedianMV) + w2 * R(MV – 
FMedianMV). 
Step 5: Select the MV with smallest cost, perform 1 step 
of Small Diamond Search. 
Step 6: If cost < T1, go to step 9. 



Step 7: If cost < T2, perform Small Diamond Search, 
stop, go to step 9. 
Step 8:  Perform Large Diamond Search, go to step 9. 
Step 9: Select the MV with smallest cost. 

where T1 is the minimum SAD value of left, top, and 
topright blocks. And T2 equals to T1 + 256. 

 
Fig. 2– Left, Top, TopRight, TopRightRight MV, current 

block and future block. 
 

5. SIMULATION RESULTS 

The proposed E-PMVFAST was embedded into H.264 
reference software JM9.2 [13], and tested using various 
QP, video sequence, different resolution (CIF and QCIF), 
and different search range (search range = 32 for CIF and 
16 for QCIF). Table 1 and 2 show the simulation results, 
PSNR diff. and Bitrate diff. are the change of PSNR and 
bitrate comparing with full search. The simulation result 
shows in QCIF, the E-PMVFAST has a similar bitrate and 
PSNR comparing with full search and PMVFAST on 
average and much better than TSS. The E-PMVFAST also 
has larger speed up than PMVFAST and TSS. The 
simulation also shows the robustness of E-PMVFAST, for 
different video sequences and bitrate, E-PMVFAST has 
very stable performances. The most important feature of 
E-PMVFAST is that its motion vector field is very 
smooth, so that the motion vectors can represent the 
objects’ movement more accurate than other fast motion 
estimation algorithms. Figure 3a and 3b shows the 
motion vector field of E-PMVFAST is significantly 
smoother than that in PMVFAST, especially in the circled 
regions. This information is very useful for classifying the 
motion content of a video for use of perceptual 
transcoding, rate control, multiple block size motion 
estimation, multiple reference frame motion estimation, 
and so on. 

 

6. CONCLUSION 

This paper proposed a new fast motion estimation 
algorithm named Enhanced Predictive Motion Vector 
Field Adaptive Search Technique (E-PMVFAST), which 
achieved the highest speed motion estimation with very 
good quality comparing with PMVFAST and other 
popular fast motion estimation algorithms.  
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 Table 1 –Comparison between FS, TSS, PMVFAST, and E-PMVFAST for CIF sequences 
s 

 
 

Table 2 –Comparison between FS, TSS, PMVFAST, and E-PMVFAST for QCIF sequences 
 

 

Fig. 3a – Motion vector field smoothness comparison between 
PMVFAST (Left) and E-PMVFAST (Right). 

Fig. 3b – Motion vector field smoothness comparison between 
PMVFAST (Left) and E-PMVFAST (Right). 


	Index
	ICME 2005

	Conference Info
	Welcome Messages
	Venue Access
	Committees
	Sponsors
	Tutorials

	Sessions
	Wednesday, 6 July, 2005
	WedAmOR1-Action recognition
	WedAmOR2-Video conference applications
	WedAmOR3-Video indexing
	WedAmOR4-Concealment &amp; information recovery
	WedAmPO1-Posters on Human machine interface, interactio ...
	WedAmOR5-Face detection &amp; tracking
	WedAmOR6-Video conferencing &amp; interaction
	WedAmOR7-Audio &amp; video segmentation
	WedAmOR8-Security
	WedPmOR1-Video streaming
	WedPmOR2-Music
	WedPmOR3-H.264
	WedPmSS1-E-meetings &amp; e-learning
	WedPmPO1-Posters on Content analysis and compressed dom ...
	WedPmOR4-Wireless multimedia streaming
	WedPmOR5-Audio processing &amp; analysis
	WedPmOR6-Authentication, protection &amp; DRM
	WedPmSS2-E-meetings &amp; e-learning -cntd-

	Thursday, 7 July, 2005
	ThuAmOR1-3D
	ThuAmOR2-Video classification
	ThuAmOR3-Watermarking 1
	ThuAmSS1-Emotion detection
	ThuAmNT1-Expo
	ThuAmOR4-Multidimensional signal processing
	ThuAmOR5-Feature extraction
	ThuAmOR6-Coding
	ThuAmSS2-Emotion detection -cntd-
	ThuPmOR1-Home video analysis
	ThuPmOR2-Interactive retrieval &amp; annotation
	ThuPmOR3-Multimedia hardware and software design
	ThuPmSS1-Enterprise streaming
	ThuPmNT1-Expo -cntd-
	ThuPmOR4-Faces
	ThuPmOR5-Audio event detection
	ThuPmOR6-Multimedia systems analysis
	ThuPmOR7-Media conversion
	ThuPmPS2-Keynote Gopal Pingali, IBM Research, &quot;Ele ...

	Friday, 8 July, 2005
	FriAmOR1-Annotation &amp; ontologies
	FriAmOR2-Interfaces for multimedia
	FriAmOR3-Hardware
	FriAmOR4-Motion estimation
	FriAmPO1-Posters on Architectures, security, systems &a ...
	FriAmOR5-Machine learning
	FriAmOR6-Multimedia traffic management
	FriAmOR7-CBIR
	FriAmOR8-Compression
	FriPmOR1-Speech processing &amp; analysis
	FriPmSS1-Sports
	FriPmOR2-Hypermedia &amp; internet
	FriPmOR3-Transcoding
	FriPmPO1-Posters on Applications, authoring &amp; editi ...
	FriPmOR4-Multimedia communication &amp; networking
	FriPmOR5-Watermarking 2
	FriPmSS2-Sports -cntd-
	FriPmOR6-Shape retrieval


	Authors
	All authors
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J
	K
	L
	M
	N
	O
	P
	Q
	R
	S
	T
	U
	V
	W
	X
	Y
	Z

	Papers
	Papers by Session
	All papers
	Papers by Topic

	Topics
	1 SIGNAL PROCESSING FOR MEDIA INTEGRATION
	1-CDOM Compressed Domain Processing
	1-CONV Media Conversion
	1-CPRS Media Compression
	1-ENCR Watermarking, Encryption and Data Hiding
	1-FILT Media Filtering and Enhancement
	1-JMEP Joint Media Processing
	1-PROC 3-D Processing
	1-SYNC Synchronization
	1-TCOD Transcoding of Compressed Multimedia Objects
	2 COMPONENTS AND TECHNOLOGIES FOR MULTIMEDIA SYSTEMS
	2-ALAR Algorithms/Architectures
	2-CIRC Low-Power Digital and Analog Circuits for Multim ...
	2-DISP Display Technology for Multimedia
	2-EXTN Signal and Data Processors for Multimedia Extens ...
	2-HDSO Hardware/Software Codesign
	2-PARA Parallel Architectures and Design Techniques
	2-PRES 3-D Presentation
	3 HUMAN-MACHINE INTERFACE AND INTERACTION
	3-AGNT Intelligent and Life-Like Agents
	3-CAMM Context-aware Multimedia
	3-CONT Presentation of Content in Multimedia Sessions
	3-DIAL Dialogue and Interactive Systems
	3-INTF User Interfaces
	3-MODA Multimodal Interaction
	3-QUAL Perceptual Quality and Human Factors
	3-VRAR Virtual Reality and Augmented Reality
	4 MULTIMEDIA CONTENT MANAGEMENT AND DELIVERY
	4-ANSY Content Analysis and Synthesis
	4-AUTH Authoring and Editing
	4-COMO Multimedia Content Modeling
	4-DESC Multimedia Content Descriptors
	4-DLIB Digital Libraries
	4-FEAT Feature Extraction and Representation
	4-KEEP Multimedia Indexing, Searching, Retrieving, Quer ...
	4-KNOW Content Recognition and Understanding
	4-MINI Multimedia Mining
	4-MMDB Multimedia Databases
	4-PERS Personalized Multimedia
	4-SEGM Image and Video Segmentation for Interactive Ser ...
	4-STRY Video Summaries and Storyboards
	5 MULTIMEDIA COMMUNICATION AND NETWORKING
	5-APDM Multimedia Authentication, Content Protection an ...
	5-BEEP Multimedia Traffic Management
	5-HIDE Error Concealment and Information Recovery
	5-QOSV Quality of Service
	5-SEND Transport Protocols
	5-STRM Multimedia Streaming
	5-WRLS Wireless Multimedia Communication
	6 SYSTEM INTEGRATION
	6-MMMR Multimedia Middleware
	6-OPTI System Optimization and Packaging
	6-SYSS Operating System Support for Multimedia
	6-WORK System Performance
	7 APPLICATIONS
	7-AMBI Ambient Intelligence
	7-CONF Videoconferencing and Collaboration Environment
	7-CONS Consumer Electronics and Entertainment
	7-EDUC Education and e-learning
	7-SECR Security
	7-STAN Multimedia Standards
	7-WEBS WWW, Hypermedia and Internet, Internet II

	Search
	Help
	Browsing the Conference Content
	The Search Functionality
	Acrobat Query Language
	Using the Acrobat Reader
	Configuration and Limitations

	Copyright
	About
	Current paper
	Presentation session
	Abstract
	Authors
	Shu-Kei Yip
	Chi-Wang Ho
	Oscar C. Au
	Hoi-Ming Wong



