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ABSTRACT

Scalable representation of video mostly consists of some
layers that may correspond to various spatial and temporal
resolution. In order to match exactly the channel through-
put, fine granularity scalability may be used. It is usually
achieved by quality (SNR) scalability that scales the bit-
stream of an enhancement layer. In this paper, a very sim-
ple and straightforward technique of fine granularity scal-
ability is considered. It consists in partitioning of a stream
of encoded macroblocks. The new issue is re-ordering of
macroblocks according to the spiral scan prior to com-
pression. This re-ordering improves subjective video qual-
ity perceived by a viewer that watches scaled video. The
advantages of such a technique are: simplicity of the
scheme and preservation of the standard bitstream syntax.

1. INTRODUCTION

Scalability is a research and application issue in video
coding since quite long time. Nevertheless, recent wide-
spreading of wireless and heterogeneous networks yields
scalability to become more and more challenging issue.
Huge number of scientific papers and international stan-
dardization activities prove the importance of scalability.
Currently, ISO and ITU are working on an international
standard of scalable video coding [1,2] that will be an
extension of the AVC/H.264 video compression standard
[3]. The technology for scalable compression is described
in Scalable Video Model (SVM) [2] that is likely to be the
basis for the standard mentioned above. This technology
comprises sophisticated tools for spatial, temporal and
quality scalability together with motion-compensated
temporal filtering.

Here, an alternative low-complexity tool for quality
scalability is proposed. This tool, also proposed and con-
sidered for standardization [4,5], is based on partitioning
of the stream of the macroblocks in a spatial and/or tem-
poral enhancement layer. Such enhancement layer is con-
stituted by data that are necessary to reconstruct video
with higher resolution. Partitioning of this bitstream splits
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it into a quality enhancement layer base-quality layer
(Fig. 1). The idea is to represent a part of macroblocks in
the enhancement layer. As an arbitrary percentage of all
macroblocks may be transmitted in the quality enhance-
ment layer, it is in fact a very simple tool suitable to im-
plement fine grain scalability.

The scalable video coder structure from Fig. 1 is
quite general and fits to the current Scalable Video Model
with motion-compensated temporal filtering (MCTF)
[1,2,6] as well as to simpler proposals where temporal
scalability is obtained by B-frame skipping [7-9].
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Fig. 1. General model of a scalable video encoder with
mixed scalability.

The new idea is to re-order the stream of macrob-
locks according to the spiral scan (Fig. 2b) rather then to
the traditional raster scan (Fig. 2a). This idea has been
already mentioned by the authors in [4,10] but now it will
be considered in details.
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Fig.2. a) Raster scan of macroblocks,
b) spiral scan of macroblocks.

The idea of spiral scan is very similar to that of wa-
ter-ring scan [11,12] that has been also proposed for fine
grain scalability. Water ring scan has been proposed as a
modification of the FGS bitplane coding [11,12] while,
here, the spiral scan is considered together with modified
context-based predictions in AVC/H.264.

The goal of this paper is to show how the spiral scan
of macroblocks may be used in order to obtain quality
(SNR) scalability using minimum complexity effort and
with no modification of the hitherto used bitstreams. Full
compatibility with AVC/H.264 [9] is guaranteed in the
base layer which is also important standardization re-
quirement [1].

2. SPIRAL SCAN

The idea of the spiral scan is related to the properties
of the human visual system such as focusing on a part of
the image instead of the whole image. Nothing to say, that
the human observer concentrates himself or herself on the
most interested region of the image. In the most of the
cases, a cameraman shots video in such a way that most
interesting region is centered in a picture. Therefore, the
outer parts of images may be represented with lower bi-
trate lower quality if the overall bitrate must be reduced.
Often, the reduced quality of the outer parts of images is
even not perceived by a viewer. This effect may be ex-
ploited in scalable video coding, where low-bitrate bit-
streams are embedded in a high-bitrate bitstream. In such
a case, the high quality image portion should be located in
the area of interest rather than on the top of a picture (Fig.
3). For this purpose, the spiral scan of macroblocks may
be used and the respective bitstream may be cut after arbi-
trary number of macroblocks, thus giving good quality in
the area of interest in images (Fig. 3b). In the decoder, the

other macroblocks are reconstructed from a low-quality
base layer. The standard macroblock order would yield an
impractical location of the high quality area on the top of
images (Fig. 3a).
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Fig.3. A decoded image using
a) raster scan, b) spiral scan.

In the efforts toward an efficient scalable video coding
standard, the AVC/H.264 serves as reference for compati-
bility and coding efficiency comparisons. In AVC codec,
coding of macroblocks depends on various contexts that
are used to predict numerous types of information. A con-
text consists of neighboring macroblocks or blocks

(Fig.4).
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Fig. 4. The standard context.

As compared to the raster scan, the contexts must be
modified according to the current processing direction
related to the spiral scan.

For an AVC/H.264-based codec with spiral scan, the
predictions of all data elements have to be modified. The
following prediction tools need adaptation to spiral scan:

e prediction of (4x4)-pixel, (8x8)-pixel and (16x16)-
pixel luma blocks for intra frame coding,

e prediction of chroma blocks for intra frame coding,

motion vectors prediction for all block sizes,

prediction of macroblock encoding parameters,

context prediction for CABAC and CAVLC coding:

o block-based prediction,

o Dbit-based prediction.



A typical example of such context adaptation is shown
in Fig. 5.
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Fig. 5. Possible neighbourhood for intraframe (16x16)
prediction and CABAC coding.

Modified neighborhood implies also modification of
coding order of blocks inside a macroblock. An example
of possible order is shown in Fig. 6.
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Fig. 6. Block order inside microblocks.

The above mentioned changes do not influence stan-
dard bitstream syntax. Of course, both the encoder and the
decoder must use the same scan. If both scans would be
allowed, an additional flag should be transmitted in a bit-
stream, e.g. in picture headers.

There is no problem with establishing slices within an
image with the spiral scan (Fig. 7).
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Fig. 7. Typical structure of slices in an image with the
spiral scan.

3. SNR SCALABILITY USING THE SPIRAL SCAN

The spiral scan may be used in a very straightforward way
in order to obtain scalability of the bitstream. One may
simply cut the enhancement stream of macroblocks that
represent an image. In the decoder, the missing macrob-

locks are reconstructed from the low-resolution base
layer. Thus, reduced is quality of the outer portions of an
image (Fig. 3b). It is worthy to stress that such an imple-
mentation of scalability is extremely simple, does not in-
fluence coding efficiency, and does not increase the com-
putational effort by encoding and decoding.

4. EXPERIMENTAL RESULTS

Some experiments have proved that application of the
spiral scan does not influence compression efficiency of
single-layer (nonscalable) AVC/H.264 nonscalable video
codecs [13]. Here, we report the experiments on Scalable
Video Model (SVM) [2] augmented with spiral scan tools.

The coding scenario was the following:

1. Base layer: QCIF, 15 Hz, 64 kbps, fully AVC-
compilant (raster scan);

2. 1* enhancement layer: QCIF, 15 Hz, 128 kbps, spiral
scan;

3. 2" enhancement layer: CIF, 30Hz, spiral scan;

4. 3" enhancement layer: 4CIF, 30Hz, spiral scan.

Four-layer coding was applied for 4CIF test sequences,

while the last layer was absent in the experiments with

CIF sequences. For all layer, the results for the spiral scan

have been compared to those with the raster scan (Tables

1,2).

The results prove that the objective quality measured
by PSNR values is the same for both codecs, while often
the subjective quality was nicer for the raster scan. For the
spiral scan, good subjective quality was verified by the
independent tests in standard testing points used in MPEG
[14]. Fig. 8 shows loss of subjective quality in a multi-
layer scalable codec (simplified SVM) with spiral scan
against the reference nonscalable AVC/H.264 codec.

Table 1. Experiments with 4CIF video sequences.

Raster scan codec Spiral scan codec
Se- . Luma . Luma
quence [lilittr/zzzec] PSNR []ilittr/zzz] PSNR
[dB] [dB]

63.53 33.537
City 126.97 36.329 128.32 | 36.330
4 Layers 511.37 35.254 511.60 | 35.218
2045.05 33.882 2029.97 | 33.843

95.20 33.160
Crew 192.09 36.091 193.41 | 36.079
4 Layers 763.08 36.553 766.22 | 36.542
3059.08 36.966 3065.78 | 36.964

96.67 30.466
Harbour 192.97 33.202 193.22 | 33.162
4 Layers 763.96 31.754 762.22 | 31.725
3082.53 33.332 3083.54 | 33.325

95.53 33.887
Soccer 192.22 37.151 192.34 | 37.119
4 Layers 762.28 36.189 762.12 | 36.158
3065.39 36.115 3065.78 | 36.097




Table 2. Experiments with CIF video test sequences.

Raster scan codec Spiral scan codec
Se- . Luma . Luma
quence [l?blittr/zzec] PSNR [l?blittr/zzec] PSNR
[dB] [dB]
B 9518 | 29.242
; La“sers 190.48 | 32259 191.04 | 32.246
4 509.67 | 29.108 510.76 | 29.074
19227 | 32.157
3F ‘i‘:b:i 383.52 | 36.144 383.61 | 36.099
4 1024.43 | 33.463 1023.72 | 33.444
Foreman 48.02 | 31.760
Lo 9587 | 34.776 9543 | 34.633
4 255.18 | 32.973 25557 | 32911
. 64.50 | 25204
%‘;blifs 129.05 | 28.161 129.05 | 28.066
Y 387.06 | 26.201 384.48 | 26.111
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Fig. 8. Subjective quality loss for the sequences decoded
from various layers of spatial and temporal resolution with
the spiral scan with respect to that of the standard
AVC/H.264 codec — results reported in [ 14] for the codecs
and test material delivered by the authors.

5. CONCLUSIONS

Using the spiral scan, it is possible to obtain SNR
scalability at no complexity increase and no coding effi-
ciency loss against the respective nonscalable codec. The
implementation of the scalable codec is extremely simple
but in many sequences a viewer does not perceive any
loss of quality due to extraction of up to 40% of bits, in
some cases. The experiments have been done for the very
demanding new codec that corresponds to Scalable Video

Model built on top of the new AVC/H.264 codec. These
experiments prove that application of the spiral scan does
not decrease objective quality for spatial and temporal
scalability.
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