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Abstract

Measures for anonymity in systems must be on one hand
simple and concise, and on the other hand reflect the real-
ities of real systems. Such systems are heterogeneous, as
are the ways they are used, the deployed anonymity mea-
sures, and finally the possible attack methods. Implementa-
tion quality and topologies of the anonymity measures must
be considered as well. We therefore propose a new measure
for the anonymity degree, which takes into account possible
heterogeneity. We model the effectiveness of single mixes or
of mix networks in terms of information leakage and mea-
sure it in terms of covert channel capacity. The relationship
between the anonymity degree and information leakage is
described, and an example is shown.
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1 Introduction

This paper studies the relationship between the
anonymity degree and information leakage from an
anonymity network.

Since Chaum [2] proposed the mix network, researchers
have developed various anonymity systems for different
applications. Examples include Crowds [22] for anony-
mous web transaction, Freenet [4] for distributed anony-
mous information storage and retrieval, Onion Router [12]
for anonymous routing, and Tarzan [11] for p2p network-
ing.

How to quantify the anonymity provided by a whole
anonymity system? Researchers proposed various defin-
itions to quantify anonymity, such as anonymity set size
[15], effective anonymity set size [23], and entropy-based
anonymity degree [8]. While the metrics led to an increas-
ingly better understanding of anonymity, they tend to fo-
cus on the anonymity of a single message under a single
anonymity attack. In practice however, metrics are needed
that take into account realities of today’s use of networks:
Communication settings in real systems range from single
messages, to message groups, to streams and FTP trans-
fers. In addition, sophisticated attacks can resort to a variety
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of techniques to break anonymity: flow correlation attacks
[27], intersection attacks [7], trickle attacks [24], and so on.

A measure for the anonymity degree should satisfy a
number of requirements: First, the anonymity degree should
capture the quality of an anonymity system. It has been
shown for example that information theoretical means, such
as entropy, are more accurate for comparing anonymity sys-
tems than, say, anonymity sets. Second, the anonymity
degree should take into account the topology of the net-
work, or that of any overlay defined by the anonymity sys-
tem. The topology influences how much information can
be gathered by an attacker, and thus has an impact on the
system anonymity degree. For example, a system of fully-
connected nodes will have a different anonymity degree
from a chain of nodes. Third, the anonymity degree, as mea-
sure of the effectiveness of the anonymity system should be
independent of the number of users. While a large number
of users clearly contributes to anonymity, this not necessary
reflects on the quality of the anonymity system. Finally,
the anonymity measure must be independent of the threat
model, as attackers may use a variety of attack techniques,
or combinations thereof, to break the anonymity.

Since the goal of anonymity attacks is to infer the com-
munication relations in a system despite countermeasures,
it is natural to model such attacks as covert channels, and
interest has focused on the interdependence of anonymity
and covert channels [20]. The designer of an anonymity
system generally faces the question of how much informa-
tion may leak from the anonymity network given the un-
avoidable imperfectness of the anonymity network and how
this may affect the anonymity degree. The imperfectness of
an anonymity system will result in the information leaking
from the system. This information leakage can be evaluated
in form of a covert channel.

The major contributions of our study are summarized as
follows: First, we propose an anonymity degree to quan-
tify the anonymity provided by an anonymity network. This
definition generalizes the information theoretic definitions
previously proposed in [23, 8]. Then, we propose a new
class of covert channels, which we call anonymity-based
covert channels. We formally prove how to establish covert
channels of maximum capacity over a single mix based on
anonymity attacks on the mix. Finally, we use anonymity-



based covert channels to assess the performance of mix
networks. We show how the capacity of anonymity-based
covert channels can be used to provide simple descriptions
of non-perfect mix networks, and can be used to formulate
bounds on the provided anonymity.

The rest of the paper is organized as follows: Section 2
reviews the related work. Section 3 describes the proposed
anonymity degree and the relationship with other entropy-
based anonymity degree definitions. In section 4, we de-
fine the anonymity based covert channel. Section 5, Sec-
tion 6, and Section 7 present the relationship between the
covert channel capacity and anonymity degree for a single-
mix case and mix-network case. We conclude this paper
and discuss the future work in Section 9.

2 Related Work

Chaum [2] pioneered the idea of anonymity in 1981.
Since then, researchers have applied the idea to different
applications, such as message-based email and flow-based
low-latency communications, and they have invented new
defense techniques as more attacks have been proposed. For
anonymous email applications, Chaum proposed to use re-
lay servers, called mixes, that re-route messages. Messages
are encrypted to prevent their tracking by simple payload
inspection.

Helsingius [14] implemented the first Internet anony-
mous remailer, which is a single application proxy and
replaces the original email’s source address with the re-
mailer’s address. Gülcü and Tsudik [13] developed a rel-
atively complete anonymous email system, called Babel.
Cottrell [17] developed Mixmaster, which counters a global
passive attack by using message padding. It counters trickle
and flood attacks [13, 24] by using a pool batching strat-
egy. Danezis, Dingledine and Mathewson [6] developed
Mixminion. Mixminion’s design considers a large set of
attacks that researchers have found [1, 24]. The authors
suggest a list of research topics for future study. Tor [9],
the second-generation onion router, is developed for circuit-
based low-latency anonymous communication recently. It
can provide perfect forward secrecy.

To evaluate the effectiveness of such anonymity systems
under anonymity attacks, a number of different anonymity
degree definitions have been proposed: The anonymity de-
gree proposed in [22] is defined as the probability of not
being identified by the attacker. It focuses on each user
and does not capture the anonymity of the whole system.
Berthold et al. [1] propose an anonymity degree based on
the number of the users of an anonymity system. There
is an ongoing debate about what the role of the number of
users is in providing anonymity. Intuitively, the larger the
crowd, the easier it is for an individual to hide in it. In prac-
tice, however, attacks proceed by isolating users or groups
of users that are more likely to be participants in a com-
munication. This was first considered in the anonymity set,
introduced in [3]. The anonymity set describes the set of
suspected senders or receivers of a message. The size of the
anonymity set is used in [15] as the anonymity degree.

A big step forward was done by Serjantov and Danezis

[23] and by Diaz et al. [8] by proposing anonymity
measures that consider probability distributions in the
anonymity set. Both measures are based on entropy and can
differentiate two anonymity sets that have identical sizes,
but different distributions. The measure in [8] normalizes
the anonymity degree to discount for the anonymity set size.

A number of efforts have studied the relation between
covert channels and anonymity systems. Moskowitz et al.
[19] focus on the covert channel over a mix-firewall be-
tween two enclaves. The covert channel in this case is es-
tablished by the channel receiver determining whether an
anonymized sender is transmitting packets. Newman et al.
[21] focus on the covert channel over a timed mix. The au-
thors in [20] make a series of excellent observations about
the relation between covert channels and anonymity sys-
tems. They illustrate this relation by describing the linkage
between the lack of complete anonymity (quasi-anonymity)
and the covert communication over different types of mixes
and propose to use of this covert channel capacity as a met-
ric for anonymity.

The work presented in this paper takes a system-level
view of covert channels and anonymity, and differs from
previous work, such as [19, 20, 21], in two ways: First,
we assume that the existence of various sources of informa-
tion leakage in the elements (mixes, batchers, padders,· · ·)
of an anonymity system are a reality that system design-
ers and operators have to deal with. Some of the resulting
covert channels can be identified and either measured or an-
alyzed using techniques described in [19, 21] 1 In addition,
any cautious anonymity system designer or operator must
assume that even mixes presumed to be perfect are not so,
even if the particular weakness is not know a priori. In this
paper, we use covert channel capacity as a generic measure
to model weaknesses (known or unknown) in the anonymity
system infrastructure. This gives a tool for designers or op-
erators to uniformly describe both known weaknesses (i.e.
results of attacks), or merely suspected ones, and to ana-
lyze their effect on the anonymity provided by the system.
Second, the anonymity degree of the mix network is a re-
sult of system-level effects: changes in the user population
or application mix affect the anonymity provided. So do
topology of the anonymity system and routing preferences
within the system. As a result, there is no one-to-one map-
ping from the anonymity degree to covert channel capacities
of elements in a mix network and vice versa. In this paper,
we investigate the relationship between anonymity degree
and covert channel capacity in terms of what effect one has
on the other.

3 Anonymity Degree

A number of attacks have been described recently that
give raise to reasonably high capacity channels on mixes.
Several attacks to simple mixes lend themselves to an ac-
curate analysis of the exploited covert channels, such as in
[19, 20, 21]. For other attacks the covert channel capacity
can be merely estimated, using statistical means. Examples

1Statistical techniques can be used as well, as we describe in Section 3.



are intersection attacks [7], timing attacks [16], Danezis’s
attack on continuous mixes [5], and the flow correlation
attack [27]. The timing attack [16] uses cross-correlation
to match flows given the packet timestamps of the flow.
Danezis’s attack on continuous mix [5] uses likelihood ra-
tios to detect a flow in aggregate traffic. The flow correlation
attack [27] employs statistical methods to detect TCP flows
in aggregate traffic. The flow correlation attack can achieve
high detection rates for all the mixes described in [24] and
for continuous mixes.

3.1 Attack Model

We model a single mix (Figure 1) as a communication
node that connects m senders S = (s1, s2, s3, · · · , sm) to
n receivers R = (r1, r2, r3, · · · , rn). Every Sender si may
communicate to every Receiver rj . We say that a communi-
cation exists between si and rj whenever si communicates
to rj . A communication between si and rj is denoted by
the term [si, rj ]. It can consist of a single packet being sent,
or of an established flow.
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Figure 1. Model of a Mix

We model an attack to such a node in terms of its ef-
fectiveness in determining who is talking to whom: the set
of probabilities p([su, rv]s|[si, rj ]a) denotes the probabil-
ity that Communication [su, rv]s is suspected, given that
communication [si, rj ] is actually taking place. In other
words, a probability p([su, rv]s|[si, rj ]a) denotes the prob-
ability of erroneously suspecting su sending to rv when in
actuality si is sending to rj . This model allows for an accu-
rate description of many different attacks, as the probability
p([·, ·]s|[·, ·]a) can be defined based on the observation of
single packets, a number of packets, a flow or a session,
depending on the particular attack method used. For exam-
ple, the passive attack described in [25] determines a flow
successfully when the flow is alone on a link. So the prob-
ability p([si, rj ]s|[si, rj ]a) of correctly identifying commu-
nication [si, rj ] is equal to the chance that the flow is alone
on the output link from the mix to Receiver rj . Alterna-
tively, Danezis’s attack on the continuous mix, the probabil-
ity p([si, rj ]s|[si, rj ]a) is the probability that the likelihood
of the hypothesis assuming that the flow of interest is going
through the link between the mix and Receiver rj is greater
than any other hypothesis assuming that the flow of interest
is going to any other receiver. Finally, for the flow corre-
lation attack, the probability of p([si, rj ]s|[si, rj ]a) is equal
to the probability that the mutual information between the
flow of interest and the aggregate traffic on the link between
the mix and Receiver rj is larger than the mutual informa-
tion between the flow of interest and the aggregate traffic on
any other outgoing link.

We note that the attacker may use different attack meth-
ods to estimate the probability p([su, rv]s|[si, rj ]a) for dif-
ferent communications on different mixes, or even on the
same mix.

The model above describes attacks on sender-receiver
anonymity, where both sender and receiver are anonymous.
It can be easily extended to sender anonymity or receiver
anonymity, that is, cases where the sender only or the re-
ceiver only are anonymous, respectively. For example, we
can describe the results of a sender-anonymity attack in
terms of p([su, ∗]s|[si, ∗]a) or just p([su]s|[si]a). To keep
the following discussion simple and general, we will focus
on sender-receiver anonymity, with the understanding that
sender anonymity or receiver anonymity can be modeled
just as well.

3.2 Proposed Anonymity Degree

We define a new measure, D, for the anonymity degree
based on the following rationale: Let the random variable
[S, R]a indicate the actual sender and receiver pair, and
the random variable [S, R]s in turn indicate the suspected
sender and receiver pair. If the attack identifies the com-
municating pairs with high accuracy, then the dependence
between the two random variables [S, R]a and [S, R]s will
be high.

In general, the dependence of two random variables can
be measured using the mutual information of the two ran-
dom variables. The mutual information I(X ; Y ) of two ran-
dom variables X and Y is a function of the entropies of X
and Y as follows:

I(X ; Y ) = H(X) − H(X |Y ). (1)

Therefore, the effectiveness of the attack can
be described in terms of the mutual information
I([S, R]a; [S, R]s).

To give a more figurative interpretation of mutual infor-
mation as measure of the attack effectiveness, we use an
analogy to communication channels: Mutual information is
typically used to describe the amount of information sent
across a channel from a sender X to a receiver Y where
H(X) is the information at the input of the channel and
H(X |Y ) describes the information attenuation caused by
noise on the channel. (See [18] for an easy-to-read intro-
duction to the information theory used in this context.) This
gives an intuition of why mutual information describes the
effectiveness of an anonymity attack: Let [S, R]a be the ran-
dom variable that describes the actual sender and receiver
pair. Let the attacker’s estimate of [S, R]a through observa-
tion of the system, i.e. the attack, be [S, R]s. The informa-
tion carried through the observation channel provided by the
attack is therefore I([S, R]a; (S, R]s). The higher this car-
ried information, the more accurate the anonymity attack.
Using the textbook definition for entropy, the effectiveness
of an anonymity attack can be described as follows:

I([S, R]a; [S, R]s) = H([S, R]a) − H([S, R]a|[S, R]s)

=
∑

[s,r]a,[s,r]s

p([s, r]a, [s, r]s) log
p([s, r]s|[s, r]a)

p([s, r]s)
.(2)



In Equation (2), we let p([s, r]a, [s, r]s) =
p([s, r]a)p([s, r]s|[s, r]a) and p([s, r]s) =∑

[s,r]a
p([s, r]a, [s, r]s). We let p([s, r]a) denote the

a priori probability of s communicating to r, typically
derived from the expected traffic from s to r.

We can now formulate the Anonymity Degree D as a
function of the attack effectiveness as follows:

D = 1 − I([S, R]a; [S, R]s)
log(m · n)

. (3)

Since I([S, R]a; [S, R]s) ≤ H([S, R]a) ≤ log(m · n),
we use log(m · n) to normalize the anonymity degree into
the range of [0, 1] in Equation (3). Alternatively, one could
choose H([S, R]a) as normalization factor. However the
latter depends on a priori probability of communication be-
tween each pair of sender and receiver. The impact of this
a priori probability been taken into account by the term
p([s, r]a) in Equation (2).

The equality I([S, R]a; [S, R]s) = H([S, R]a) holds
when perfect identification is achieved, that is,
p([si, rj ]s|[si, rj ]a) = 1 for each pair of sender and re-
ceiver. This corresponds to the situation where anonymity is
totally broken, in which case the anonymity degree measure
D is zero

3.3 Relationship to Previous Anonymity Degree
Definitions

The anonymity degree definition D is a generalization
of the entropy-based definitions proposed in [23, 8]. In fact,
we can rewrite the attack effectiveness I([S, R]a; [S, R]s)
as

I([S, R]a; [S, R]s) = H([S, R]s) − H([S, R]s|[S, R]a)
= H([S, R]s)

−
∑

[s,r]a

p([s, r]a)H([S, R]s|[S, R]a = [s, r]a) (4)

In Equation (4), the term H([S, R]s|[S, R]a = [s, r]a)
represents the conditional entropy of the suspected sender-
receiver pair distribution given the communication [s, r].
This corresponds to the anonymity degree definition de-
scribed in [23] and also to the core of the anonymity degree
defined in [8].

In our mutual-information based anonymity degree, the
entropy-based degree is included by averaging according to
p([s, r]a), the a priori probability of traffic between each
pair. In comparison with entropy-based definitions above,
our proposed definition describes the anonymity provided
by a network of mixes.

4 Anonymity-Based Covert Channels

Less-than-perfect anonymity systems give raise to a form
of covert channel that is exploited by anonymity attacks.
We call this form of covert channel anonymity-based covert
channel. The input symbols of this type of covert channel
are the actual sender-receiver pairs [s, r]a, and the chan-
nel output symbols are the suspected sender-receiver pairs

[s, r]s. The channel transition probability p([s, r]s|[s, r]a)
(i.e. the probability that [s, r]s is suspected as communi-
cation given that [s, r]a is the actual communication) de-
scribes the result of the anonymity attack.

 

 

S1 

S2 

R1 

R2 

MIX 

Figure 2. Single-Mix Scenario
We use the simple scenario shown in Figure 2 as an ex-

ample. We assume that the attacker can collect data at the
output ports of the mix as well as some additional infor-
mation about incoming traffic from the senders. The de-
tails on how this information is collected and evaluated de-
pend on the particular attack. See Section 3.1 for exam-
ples. Given sufficient collected data, the attacker can de-
tect individual communications, such as [s2, r2], with some
non-negligible probability, despite the anonymity preserv-
ing count-measures in the mix.

The fact that the attacker is able to gain information
about communications indicates that a covert channel of the
following form exists: A covert channel sender can send a
symbol by establishing a communication from some Sender
s2 to Receiver r1 and send another symbol by establishing
a communication from Sender s2 to another Receiver, r2.
The covert channel receiver can use the anonymity attack to
detect the flow’s direction and then make the decision. The
channel model is as shown in Figure 3. For sake of sim-
plicity, in this example we limit the covert channel sender
to establishing communications from Sender s2. Allowing
communications from Sender s1 increases the set of input
symbols accordingly.

We compute the capacity of the (anonymity-based)
covert channel in textbook fashion by maximizing the mu-
tual information over all input symbol distributions:

C = max
p([s2,r]a)

I([s2, R]a; [s2, R]s) (5)

= max
p([s2,r]a)

2∑
i=1

2∑
j=1

(p([s2, ri]a, [s2, rj ]s)

· log
p([s2, rj ]a, [s2, ri]s)

p([s2, ri]a)p([s2, rj ]s)
).
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Figure 3. Anonymity-Based Covert Channel
Model



The covert channels previously proposed in the context
of mix networks [20, 19, 21] are not anonymity-based in the
sense described above, as the signal is not received across
the channel as the result of an anonymity attack. Rather,
they describe information leakage in low-level mechanisms
that are used to realize mixes, such as batching mechanisms
in [20, 19]. These covert channels are then exploited by the
anonymity attacks, which in turn can be used to establish
the type of anonymity-based covert channels described in
this paper.

5 Single-Mix Case

In a mix with a single Sender s1, a covert-channel sender
can establish a covert channel by having s1 communicate
with any combination of j among the n receivers. For this
covert channel, the set of input symbols is {[s1, rk]a : 1 ≤
k ≤ n} and the set of output symbols is {[su, rv]s : 1 ≤
u ≤ m, 1 ≤ v ≤ n}. We can include all communications
into the set of output symbols because the improbability of
any particular communication being declared as suspected
by a particular attack can be appropriately reflected by a
zero transition probability.

Therefore
∑n

j=1

(
n
j

)
different covert channels can be

established. Similarly, if the covert channel sender
has control over multiple senders, there are at least∑m

i=1

(
m
i

) ∑n
j=1

(
n
j

)
different covert channels that can be

established. Which of these
∑m

i=1

(
m
i

) ∑n
j=1

(
n
j

)
covert

channels has the maximum capacity?

LEMMA 1. For a single sender si on a single mix, maxi-
mum covert channel capacity is achieved when si commu-
nicates to all receivers.
Proof: By having si communicate to all receivers, the
covert channel sender can send all the possible symbols
[si, rj ]a, 1 ≤ j ≤ n. We call this covert channel x. Without
loss of generality, we assume another covert channel y is
established by communicating only to a subset of receivers,
r1, r2, · · ·, rl, 1 ≤ l < n.

By definition, the capacity of channel x is the
maximal mutual information over the distribu-
tions p([si, r1]a), p([si, r2]a), · · · , p([si, rn]a), where
n∑

j=1

p([si, rj ]a) = 1, that is:

Cx = max
p([si,r1]a),p([si,r2]a),
···,p([si,rn]a)

I([S, R]a; [S, R]s) . (6)

If Sender si does not send to Receiver rj , the probability
p([si, rj ]a) is zero. By constraining some of the probabil-
ities to zero, the maximum value of the capacity does not
increase.

Cx ≥ max
p([si,r1]a),p([si,r2]a),···,
p([si,rl]a),0, · · · , 0︸ ︷︷ ︸

n−l

I([S, R]a; [S, R]s)

= max
p([si,r1]a),p([si,r2]a),
···,p([si,rl]a)

I([S, R]a; [S, R]s) = Cy

Hence, the capacity of Channel x communicating to all re-
ceivers is larger or equal to the capacity of all other covert
channels that communicating to only a subset of receivers.

THEOREM 1. For a single mix, the maximum covert-
channel capacity is achieved when the covert channel
sender controls all the Senders s1,s2, · · ·,sm, and the in-
put symbols of the corresponding channel include all the
possible pairs [si, rj ]a.

The proof of Theorem 1 follows the same approach as
the proof of Lemma 2.

From Theorem 1, we can get the following corollary.

COROLLARY 1. For the single-mix model shown in Fig-
ure 1, the maximum covert-channel capacity is
C = max

p([s,r]a)
I([S, R]a; [S, R]s).

From Corollary 1 and Equation (3), we get the relation-
ship between the quality of a single mix (i.e. the capacity of
any covert channel that allows information to leak from the
mix) and the anonymity degree. (Note that this relationship
is trivial for the single-mix case. However, we make use of
this result in the analysis of networks of mixes.)

LEMMA 2. Given a single mix with a possible maximum
information leakage that is upper-bounded by Cupper , the
anonymity degree of the single mix is lower-bounded by
1 − Cupper

log (m·n) . Similarly, given that the anonymity degree
provided by a single mix is upper-bounded by Dupper , the
maximum information leakage of the mix is lower-bounded
by (1 − Dupper) log (m · n).

Proof: If the covert channel capacity is upper-bounded by
Cupper ,

D = 1 − I([S, R]a; [S, R]s)
log (m · n)

≥ 1 − C

log (m · n)

≥ 1 − Cupper

log (m · n)
.

If the anonymity degree is upper-bounded by Dupper ,

C = max(I([S, R]a; [S, R]s))
≥ I([S, R]a; [S, R]s)
= (1 − D) log (m · n)
≥ (1 − Dupper) log (m · n) .

Lemma 2 describes how the design and implementation
quality of a mix affects effectiveness. In the following sec-
tions, we will describe this relation for the case of mix net-
works.



6 Mix Network Case
6.1 Anonymity Degree of a Mix Network

We generalize the anonymity degree for a single mix de-
fined in Equation (3) to the network case by observing that
the effectiveness of a mix network can be represented sim-
ilarly to that of a “super mix”. Let RM and SM represent
the set of senders and receivers of the super mix, respec-
tively. The anonymity degree of the super mix (and of the
mix network) is

D = 1 − I([SM , RM ]a; [SM , RM ]s)
log(m · n)

(7)

where, similarly to the single-mix case,

I([SM , RM ]a; [SM , RM ]s) =∑

[si,rj ]a,[su,rv]s

(p([si, rj ]a, [su, rv]s)

· log
p([su, rv]s|[si, rj ]a)

p([su, rv]s)
). (8)

I([SM , RM ]a; [SM , RM ]s) is determined by p([si, rj ]a)
and p([su, rv]s|[si, rj ]a), where probability p([si, rj ]a) is
the proportion of traffic between si and rj , and the prob-
ability p([su, rv]s|[si, rj ]a) is determined by the results of
the anonymity attack at one or more mixes in the mix net-
work. In the following sections, we describe how to make
use of the single-mix attack result to describe the effective-
ness of a mix network.

6.2 Effectiveness of Single-Mix vs. Super Mix

In the following, we use the term ph([su, rv]s|[si, rj ]a)
to represent the transition probabilities that are the
result of some anonymity attack on Mix Mh, and
p([su, rv]s|[si, rj ]a) to represent the end-to-end transition
probability for the super mix. Without loss of general-
ity, we assume in the following that the super mix transi-
tion probability we are interested in is p([su, rv]s|[si, rj ]a).
The process to determine the relationship between
ph([su, rv]s|[si, rj ]a) and p([su, rv]s|[si, rj ]a) can be di-
vided into three steps.
Step 1: Find the set Puv of all the possible paths between
su and rv . Clearly

p([su, rv]s|[si, rj ]a) =∑
Pa∈Puv

p([su, rv]s,Pa |[si, rj ]a) (9)

where p([su, rv]s,Pa |[si, rj ]a) denotes the probability of
suspecting communication [si, rj ]a to be communication
[su, rv]s over Path Pa. Note that the actual communica-
tion between si and rj takes only one path, which we call
Path P0.
Step 2: Determine the probability of suspecting an actual
communication over Path P0 to be the communication over
another path Pa. Depending on how Path Pa and Path P0
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Figure 4. Case (2)

overlap, we distinguish three situations: (i) There is only
one segment where the two paths overlap. (ii) The two paths
share multiple segments. (iii) There is no overlap between
the two paths. Since there is no overlap in Situation (iii),
the probability of suspecting a communication over path P0

to be the communication over path Pa is zero. Hence, we
only need to further pursue Situation (i) and Situation (ii).
Situation (i) can be divided into four sub-cases:
Case (1): P0 and Pa are identical. This implies that su = si

and rv = rj . In this case, the probability of suspecting cor-
rectly is the product of the probabilities of locally suspect-
ing correctly at all mixes along Path P0. If we denote the
mixes on Path P0 to be M1, M2, · · ·, Ml, then

p([si, rj ]s,P0 |[si, rj ]) = p1([si, M2]s|[si, M2]a)

·(
l−1∏
d=2

pd([Md−1, Md+1]s|[Md−1, Md+1]a))

·pl([Ml−1, rj ]s|[Ml−1, rj ]a). (10)

This follows directly from the fact that correct guesses at
each mix on the path cause the attacker to correctly suspect
the actual path.
Case (2): P0 and Pa share the same path from si through
the first Mix M1 to some Mix Ml, and then diverge due to
an error at Mix Ml. This is illustrated in Figure 4 where,
in order to emphasize the path P0 and Pa, other possible
connections among the mixes and other possible mixes are
ignored. The fact that P0 and Pa share the same path from
si means that si is correctly suspected, i.e. su = si.

In this subcase, the probability of erroneously suspect-
ing some receiver rv other than rj is the result of correctly
identifying the path up to some Mix Ml−1, and then making
a mistake at Mix Ml. Once an error has been made, the re-
maining mixes on the path to any erroneously suspected Re-
ceiver rv are not on Path P0. According to the attack model
described in Section 3, no differentiation can be made be-
tween rv and any other receiver that can be reached after
making an error at Mix Ml. We therefore aggregate all re-
ceivers that can be reached after an error at Mix Ml into
what we call a cloud of receivers. We denote by Cij

l/q the
cloud that is a result of an error at Mix Ml, where commu-
nication [si, rj ]a is incorrectly identified because Port q was
erroneously selected instead of the port taken by [si, rj ]a.
For the example in Figure 4, the probability of suspecting
receiver to be inside Cloud Cij

l/q is

p([si, C
ij
l/q]s|[si, rj ]) = p1([si, M2]s|[si, M2]a)
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·(
l−1∏
d=2

pd([Md−1, Md+1]s|[Md−1, Md+1]a))

·pl([Ml−1, C
ij
l/q]s|[Ml−1, rj ]a). (11)

Since we are only interested in receivers in the cloud, we
call Cij

l/q a receiver cloud in this case. Whenever the con-
text requires, we distinguish between sender clouds and re-
ceiver clouds, denoted SC and RC, respectively. We ag-
gregate receiver into clouds because, without additional ev-
idence about the actual flow, it is impossible to differenti-
ate suspects in a cloud by assigning different probabilities.
More sophisticated anonymity attacks may make it possible
to better differentiate receivers and senders in local attacks
on mixes. In such a case we would modify our detector
model and extend Equation (11) accordingly. In some cases,
a cloud can consist of a single receiver or sender.

The dashed line between Mix Ml and Receiver rj in
Figure 4 is to emphasize that the existence of intermedi-
ate mixes after Ml will not further contribute to suspecting
communication [si, rj ]a as communication [si, C

ij
l/q]s.

Case (3): P0 and Pa share the same path from some Mix Ml

to the receiver. Similarly to Case (2), we introduce a sender
cloud Cij

l/q , which is connected to the (input) Port q of Mix
Ml. Since the anonymity attacks from Mix M1 to Mix
Ml−1 may make wrong decision to suspect communication
[si, rj ]a as communications from senders attached to the
Mixes M1 to Ml−1, the probability of suspecting commu-
nication [si, rj ]a as communications from senders attached
to the Mixes after Ml−1 will be p1([si, M2]s|[si, M2]a) ·
(
l−1∏
d=2

pd([Md−1, Md+1]s|[Md−1, Md+1]a)). Then a wrong

guess at Mix Ml and correct guesses till the end of path will
result in the suspected communication [SCij

l/q, rj ]s. For the
situation in Figure 5, the probability of suspecting commu-
nication [Cij

l/q, rj ]s is

p([Cij
l/q, rj ]s|[si, rj ]) = p1([si, M2]s|[si, M2]a)

·(
l−1∏
d=2

pd([Md−1, Md+1]s|[Md−1, Md+1]a))

·pl([C
ij
l/q , Ml+1]s|[Ml−1, Ml+1]a)

·(
L−1∏

d=l+1

pd([Md−1, Md+1]s|[Md−1, Md+1]a))

·pL([ML−1, rj ]s|[ML−1, rj ]a). (12)
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Case (4): P0 and Pa only share their path in middle of each
path, as shown in Figure 6.

In this case, we combine Case (2) and Case (3) as fol-
lows:

p([SCij
l/p, RCij

L/q]s|[si, rj ]) = p1([si, M2]s|[si, M2]a)

·(
l−1∏
d=2

pd([Md−1, Md+1]s|[Md−1, Md+1]a)) ·

pl([SCij
l/p, Ml+1]s|[Ml−1, Ml+1]a)

·(
L−1∏

d=l+1

pd([Md−1, Md+1]s|[Md−1, Md+1]a))

·pL([ML−1, RCij
L/q]s|[ML−1, rj ]a), (13)

We point out that Case (1), Case (2), and Case (3) can all
be regarded as special cases of Case (4). In Case (1), both
sender cloud and receiver cloud have only one sender and
one receiver respectively. In Case (2), the sender cloud has
only one sender, while in Case (3) the receiver cloud has
only one receiver.
Situation (ii) can have two or more overlaps between path
P0 and Pa. However, the attacker loses the ability to in-
fer anything about communication [si, rj ]a after the first
mistake, where the two paths split. All the nodes reach-
able after the first mistake have to be aggregated in a re-
ceiver cloud. This situation is therefore no different than
the single-overlap situation described above.

The result of Step 2 is the probability
p([SCij

l/p, RCij
L/q]s|[si, rj ]) of suspecting communica-

tion [si, rj ]a as communication [SCij
l/p, RCij

L/q]s.
Step 3: In Step 1 and Step 2 we determined path-
dependent end-to-end transition probabilities of the form
p([SCij

l/p, RCij
L/q]s|[si, rj ]a) from the local transition prob-

abilities at the mixes. This allows us to determine the end-
to-end transition probabilities of the super-mix (and – as a
side result – the anonymity degree of the mix network) by
solving the following optimization problem:
Given:
• Local transition probabilities ph([·]s|[·]a) at each mix

Mh in the network
• Path-dependent transition probabilities

p([SCij
l/p, RCij

L/q]s|[si, rj ]a).
• Traffic volume in form of a priori probability

p([si, rj ]a).

Objective Function: Minimize the Anonymity Degree D
in Equation (3). This is equivalent to maximizing the mu-
tual information I([S, R]a; [S, R]s) in Equation (2).



Constraints: The optimization problem is subject to the
following three sets of constraints:
[Constraint Set 1:] The sum of all path-independent tran-
sition probabilities to all the end nodes in a group of clouds
is identical to the sum of path-dependent end-to-end transi-
tion probabilities to the clouds in the group. For simplicity
of notation, we formulate this for the special case of a cor-
rectly suspected Sender si. The extension to the general
case is cumbersome, but straightforward. Let GRi,j

v be the
smallest set of receiver clouds that contain rv and all re-
ceivers in GRi,j

v .

∀rv :
∑

rw∈GRi,j
v

p([si, rw ]s|[si, rj ]a)

=
∑

RCi,j

l/q
∈GRi,j

v

p([si, RCi,j
l/q]s,Pb

|[si, rj ]a).(14)

[Constraint Set 2:] The sum of all path-independent tran-
sition probabilities to a sub-group of receivers is larger than
the sum of the path-dependent end-to-end transition proba-
bilities to the clouds which only contain the receivers in the
sub-group. It is true because one receiver in the sub-group
may be contained in another cloud which contains the re-
ceivers not in the sub-group. Let Rsub be a subset of the set
R of all receivers. Define Hi,j

Rsub
to be the set of all clouds

that contain only receivers in Rsub. For the simple case of a
correctly suspected Sender si:

∀Rsub :
∑

rv∈Rsub

p([si, rv]s|[si, rj ]a)

≥
∑

RCi,j

l/q
∈Hi,j

Rsub

p([si, RCi,j
l/q]s,Pb

|[si, rj ]a). (15)

[Constraint Set 3:] The sum of all path-independent tran-
sition probabilities to a sub-group of receivers is less than
the sum of the path-dependent end-to-end transition proba-
bilities to the clouds which have at least one receiver in the
sub-group. It is true because these clouds may have other
receivers which are not in the sub-group. Let Rsub be a sub-
set of the set R of all receivers. Define Ii,j

Rsub
to be the set

of all clouds that contains at least one of the receivers in
Rsub. We can conclude:

∀Rsub :
∑

rv∈Rsub

p([si, rv]s|[si, rj ]a)

≤
∑

RCi,j

l/q
∈Ii,j

Rsub

p([si, RCi,j
l/q]s,Pb

|[si, rj ]a). (16)

[Constraint set 4:] The end-to-end transition probabilities
for all suspects for all actual communications sum up to 1:

∀i, j
∑
su,rv

p([su, rv]s|[si, rj ]a) = 1 . (17)

The solution of this optimization problem is the set of
the end-to-end transition probabilities of the super mix that
minimize the anonymity degree of the mix network.
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6.3 A Small Example

We use the example mix network displayed in Figure 7 to
illustrate how to compute end-to-end transition probabilities
as described in Step 2 of Section 6.2.

We focus on communication [s1, r1]. Suppose the actual
communication takes the route P0: s1 → M1 → M3 →
M5 → r1. In this case, the probability of (erroneously)
suspecting communications [s1, r3] is computed as follows:

p([s1, r3]s|[s1, r1]a) = p1([s1, M3]s|[s1, M3]a)
·p3([M1, r3]s|[M1, M3]a) . (18)

This computation is simple, since there is only one path
from s1 to r3.

The situation of (correctly) suspecting communication
[s1, r1]a is more complicated, because two paths can be
taken. One is P0 : s1 → M1 → M3 → M5 → r1, the
other is P1 : s1 → M1 → M4 → M5 → r1. Clearly, we
have

p([s1, r1]s,P0 |[s1, r1]) = p1([s1, M3]s|[s1, M3]a)
·p3([M1, M5]s|[M1, M5]a)
·p5([M3, r1]s|[M3, M1]a) (19)

of suspecting [s1, r1] over Path P0.
For path P1, we can not get express

p([s1, r1]s,P1 |[s1, r1]a) directly in terms of anonymity
attack result at mixes, because the wrong guess at Mix M1

will possibly lead to two receivers, r1 and r2. So we have
to aggregate Receiver r1 and r2 in receiver cloud C1,1

1/q ,
where q denotes the wrongly selected output port at Mix
M1. So what we can get is

p([s1, C
1,1
1/q]s|[s1, r1]a) =

p1([s1, M4]s|[s1, M1]a) , (20)

where the erroneous selection of Port q on Mix M1 leads to
the suspected Path s1 → M1 → M4. Clearly both Receiver
r1 and Receiver r2 can be reached after selecting Port q on
Mix M1.

In turn, by following Equation (14), we can get

p([s1, r1]s|[s1, r1]a) + p([s1, r2]s|[s1, r1]a) =
p1([s1, M4]s|[s1, M1]a) + p1([s1, M3]s|[s1, M3]a)
·p3([M1, M5]s|[M1, M5]a)
·p5([M3, r1]s|[M3, M1]a) . (21)

After repeating this for all possible sender-receiver pairs,
expressions for the end-to-end transition can be formulated,
and the optimization described in Step 3 of Section 6.2 can
be used to determine the anonymity degree of the network.
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7 Covert Channel Capacity vs. Anonymity
Degree in Mix Networks

The analysis of the effectiveness of anonymity networks
is rendered difficult for two reasons, among others: First, at-
tacks on such networks are typically out-of-the-box attacks
(for example none of the intersection attacks, trickle attacks,
or others target measures taken by the mix network). Sec-
ond, it is unknown where and how traffic information is col-
lected. Is the attack targeting individual mixes or clusters of
mixes? Is the information collected on a per-mix or a per-
link basis?

In this section we describe how the anonymity in mix
networks can be systematically analyzed and bounded
based on estimates of either per-mix weakness (using local
covert channels) or the entire mix network (using network-
wide covert channels). For this purpose, we investigate the
relation between the covert channel capacity of a mix net-
work and the anonymity provided by the network.

7.1 Upper Bound on the Covert Channel Capacity
in Mix Networks

Let the mix network have K mixes. For Mix Mh, we
use Sh and Rh to represent the set of senders and re-
ceivers of Mix Mh respectively. Any anonymity attack
on Mix Mh will lead to a set of probabilities of the form
ph([su, rv]s|[si, rj ]a) with su and si in Sh and rv and rj in
Rh.

In a mix network, there are various ways to establish
covert channels. For example, in the mix network shown in
Figure 8, there are at least two ways to establish the covert
channels using the two mixes MA and MB. One way is
to establish one covert channel on MA and MB separately.
Alternatively, one can establish a covert channel on the su-
per mix containing both MA and MB . We assume each
mix can only be contained in one covert channel as before.
In the following, we use the notation cc(M) to denote the
covert channel that can be established over the set of the
mixes M. If we denote the capacities of cc({MA}) and
cc({MB}) to be CA and CB , respectively, then the sum of
the covert channel capacity clearly is CA + CB . We have
the following lemma:
LEMMA 3. The capacity of cc({MA, MB}) will be no
greater than CA + CB .
The proof is constructive in nature and can be found in [26].
Extending the two mixes case in Lemma 3, we can get the
following Lemma.
LEMMA 4. For two mixes connected with more than one
links, the capacity of the covert channel built on the super
mix, cc({MA, MB}) will be no greater than CA + CB .

The proof is similar to that of Lemma 3. Instead of only one
path between MA and MB, there are more than one paths
between MA and MB . But it will not affect the use of the
inequalities employed in the proof of Lemma 3.

THEOREM 2. In a mix network of K mixes, the sum of
the capacities of all the covert channels in the mix network

will be no greater than
K∑

h=1

Ch.

Proof: This theorem can be proved by induction on K
mixes with the help of Lemma 4, as any set K + 1 mixes
can be partitioned into a supermix of K mixes and a single
mix.

7.2 Relationship

Similarly to the single-mix case in Section 5, we are in-
terested in how bounds on the achievable anonymity degree
are affected by the covert channel capacity of the system,
and vice versa. For example, it is obvious that an upper
bound on the anonymity degree will result in a lower bound
on the total covert-channel capacity, following the observa-
tion that anonymity attacks are more effective in less anony-
mous mixes.

The upper bound Dupper on the anonymity gives raise
to a lower bound Clower on the sum of the local channel
capacities:

Clower = min(
K∑

n=1

Ch) (22)

Equation (22) gives raise to a minimization problem over
anonymity attack results ph([su, rv]s|[si, rj ]a), with the fol-
lowing three constrains: First, the local a priori probabili-
ties for communications at each Mix Mh must sum to one:

mh∑
i=1

nh∑
j=1

ph([si, rj ]a) = 1. (23)

Second, the transition probability from each input symbol
[si, rj ]a of each mix should sum up to one:

mh∑
u=1

nh∑
v=1

ph([su, rv]s|[si, rj ]a) = 1, (24)

Third, the anonymity of the system, as computed in Sec-
tion 6.1, should not exceed Dupper .

We can solve this constrained optimization problem an-
alytically by using Lagrange multipliers and Kuhn-Tucker
conditions. Or we can use numerical methods such as
Monte-Carlo.

Similarly, given upper bound Cupper on the total covert
channel capacity of the mix network, we would like to find
out a lower bound Dlower for anonymity degree of the mix
network.

The objective function becomes

Dlower = min[1 − I([SM , RM ]a; [SM , RM ]s)
log(m · n)

] (25)



Communication Actual Path
[s1, r1]a s1 → M1 → M3 → M5 → r1

[s1, r2]a s1 → M1 → M3 → M6 → r1

[s2, r1]a s1 → M2 → M4 → M5 → r1

[s2, r2]a s2 → M2 → M4 → M6 → r2

Table 1. Path of the Actual Communications
This optimization problem is over all possible anonymity

attack result ph([su, rv]s|[si, rj ]a). Constraints (23) and
(24) still in this case. The new constraint is

Cupper ≥
K∑

h=1

Ch (26)

8 Evaluation

We use the mix network shown in Figure (9) as an ex-
ample to illustrate the relationships established in the previ-
ous section. We choose six mixes because it is not a trivial
topology, and both a mix cascade and a stratified network
case [10] can be established on the six mixes.

We assume that communications between each sender-
receiver pair have the same a priori probability (alterna-
tively, the same share of total traffic volume). Since there
are two senders and two receivers, we have four sender-
receiver pairs. The actual path for Communication [si, rj ]a
is shown in Table 1 if the actual path is not specified and the
path is possible in the topology. We assume the anonymity
attack at each mix is useful, meaning the attack can identify
the actual local communication [si, rj ]a with a probability
equal or larger than random guess. For our examples, we
use adaptive simulated annealing to solve the optimization
problem to establish Dlower from a known bound on the
mix network capacity.
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Impact of the Connectivity Obviously the connectivity
will affect the anonymity degree in a mix network. In our
first set of examples, the base topology contains only the
solid lines in Figure 9. Then edges are incrementally added
to the base topology in the order of the label assigned to
each edge. The average degree of the topologies including
base topology are 2, 14

6 , 16
6 , 3, 20

6 respectively.
For every mix in the base topology, there is only one

input link and one output link. So there is only one sender
receiver pair for the mix in the base topology. A channel
which has only one input symbol and one output symbol
will have capacity zero. So the capacity Csum is zero for
base topology.

From Figure 10(a), first we can observe that the lower
bound of the anonymity degree decreases with increasing
bound on the capacity, just as we expect. In addition, the
capacity Csum increases with increasing connectivity. For
a given upper bound of the capacity Csum, increasing con-
nectivity will increase the anonymity degree. Third, we can
observe that there is large gap between the base topology
and the topology of the next higher average degree. This
is because adding the edge of label 1 will connect s1 and
r2 and the Communication [s1, r2]a can be suspected as
[s1, r1]s. So the initial edge added to the topology can in-
crease the anonymity degree significantly. In comparison,
the effect of adding edge with Label 4 is marginal.
Effect of Adding Different Edges In the second set of ex-
amples, we use the solid lines and edge with label 1 as base
topology. Then we add one more edge 2, 3 or 4 to the base
topology. We label the new topology as A, B and C respec-
tively. Clearly these topologies are of the same average de-
gree. From Figure 10(b), we can observe that the anonymity
degree increase cause by adding edge with label 3 is smaller
than adding the other two edges. This is because adding the
other two edges can make Communication [s2, r1]a possi-
ble and the Communication [s2, r1]a can be suspected as
other communications.
Effect of Path Selection In this set of examples, we focus
on the topology containing all the solid and dashed lines
except the edge with label 3. We consider two cases. In one
case, the actual path for Communication [s2, r1]a follows
Path A as in Table 1. In the other case, the actual path B for
Communication [s2, r1]a is s1 → M2 → M3 → M5 → r1.

We can observe going though Mix M3 will slightly in-
crease the anonymity from Figure 10(c). This is because
Mix M3 has more output and input links than the other
mixes. So the communication through Mix M3 is more easy
to hide.

9 Summary and Future Work

We propose a new mutual information based anonymity
degree. It gives out one number which is between zero
and one to indicate the overall effectiveness of a whole
mix network. We also gives out a proof on how to achieve
maximal covert channel capacity for a single mix based on
anonymity attacks on the mix. The relationship between the
anonymity degree and anonymity attack based covert chan-
nel capacity is derived for both a single mix case and mix
network case.

Our work is the first to give out the relationship be-
tween anonymity degree and the capacity of anonymity-
based covert channel. In the mix network case, these rela-
tionship are described in a scenario-oriented fashion. What
is needed is a set of rules to map and cluster arbitrary net-
works into super mixes and clouds. Further research will be
on the multicast or broadcast channels in the anonymity net-
work and its relationship with anonymity degree. Finally,
we need to extend the work from anonymity-based covert
channels to general covert channel in mix networks, such as
the non-anonymity based covert channels as in [20, 19, 21]
or other formalizations of information leakage based at-
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Figure 10. Effect of Topology

tacks. Eventually, a conclusion is needed that allows to
aggregate attacks and so formulate the level of anonymity
provided by systems with less-than-perfect components.
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