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ABSTRACT
This paper proposes a gate delay model that is suitable for timing
analysis considering wide-range process and environmental vari-
ability. The proposed model focuses on current variation and its im-
pact on delay is considered by replacing output load. The proposed
model is applicable for large variability with current model con-
structed by DC analysis whose cost is small. The proposed model
can also be used both in statistical static timing analysis and in con-
ventional corner-based static timing analysis. Experimental results
in a 90nm technology show that the gate delays of inverter, NAND
and NOR are accurately estimated under gate length, threshold volt-
age, supply voltage and temperature fluctuation. We also verify that
the proposed model can cope with slow input transition and RC out-
put load. We demonstrate applicability to multiple-stage path delay
and flip-flop delay, and show an application of sensitivity calcula-
tion for statistical timing analysis.

Categories and Subject Descriptors
B.7.2 [Integrated Circuits]: Design Aids—Simulation

General Terms
Design, Experimentation, Performance

Keywords
gate delay model, variability, static timing analysis, statistical tim-
ing analysis

1. INTRODUCTION
Process variation is predicted to get severer [1], which prompt us

to develop a timing analysis method that can statistically estimate
circuit delay before fabrication. Currently, statistical static timing
analysis (SSTA) is intensively studied [2–4]. Because of tightly
allotted design time and expensive mask cost, pre-fabrication tim-
ing verification considering both manufacturing and environmental
variability will become a key technology for successful chip design.
On the other hand, recent chip design with lowered supply voltage
yet increasing power dissipation enforces us to endure delay vari-
ation due to supply voltage fluctuation [5, 6]. As the number of
low power application increases, dynamic techniques for reducing
switching and leakage power dissipation. For example, DVS (dy-
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namic voltage scaling) and variable Vth design are getting incorpo-
rated into a SoC design flow. In these designs, intentional Vdd and
Vth variations are generally larger than usual environmental vari-
ability, and hence an obstacle is timing verification in numerous
operation modes and corners. It means that conventional gate de-
lay modeling tailored for each mode and corner goes bankrupted in
characterization cost.

Thus a gate delay model that can handle manufacturing and en-
vironmental variability is eagerly demanded. A naive approach is
to increase the number of parameters in table look-up model, but it
is difficult to use, because its characterization cost increases expo-
nentially. Sensitivity-based model using Taylor expansion (Equa-
tion (1)) is a reasonable approach for variational analysis,

d = d0 +
∑
∀pi

[
∂ f
∂pi

]
0

�pi, (1)

where d0 is the nominal value of d, pi is the i-th variational param-
eter,

[
∂ f
∂pi

]
0

is the delay derivative with parameter pi at the nomi-
nal, and �pi is the difference of pi from the nominal value. The
sensitivity-based model is widely used in SSTA [2, 3, 7], because
it has desirable statistical characteristics [2] and it can cope with
various variational parameters in a similar way. However, delay is
inversely proportional to current [8], and in nature it has a strong
non-linear dependency on variation sources, which is a reason why
sensitivity model is not tolerant of large variability. Another prob-
lem is that the sensitivity depends on output load and input signal
waveform, and hence a number of additional transient analyses are
necessary for characterization, which is computationally very ex-
pensive. Moreover, the sensitivity computed at the nominal condi-
tion in Equation (1) might be much different from the sensitivity
in the actual operating condition, such as the case that the average
supply voltage drops at the center of a chip.

This paper presents a gate delay modeling technique that can cope
with large amount of manufacturing and environmental variability.
A key point is that we focus on current variation and not on delay
directly. Gate delay is the time required to charge/discharge output
load. The proposed method translates and maps the current vari-
ation caused by manufacturing and environmental variability into
variation in output load (Figure 1).

The advantage of the proposed model is summarized as follows:
(1) Large applicable variation range of the proposed method is suit-

load
translation

L+ΔL, Vdd+ΔVdd,
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same delayC
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Figure 1: Proposed concept of translating variability into output
load.
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able not only for variation-aware SSTA but also for DVS and vari-
able Vth design. In addition, the proposed model can be used to
compute the sensitivity in the operating condition shifted from the
nominal condition. (2) Additional time-consuming transient analy-
sis for characterization is not required at all. The proposed current
variation modeling needs only DC analysis, which is independent
of input slope and output load, and hence the additional character-
ization cost is quite small. (3) We can compute gate delay in any
conventional manners by using the replaced output load, and hence
every timing analyzer can perform variation-aware timing analysis
with the pre-process of output load translation. Delay is calculated
by table look-up model, for example, as follows:

Prior preparation: (1) look-up table using input transition time and
output load at nominal condition,

(2) proposed current estimation model.

Input: (1) input transition time, (2) output load,
(3) variational parameter values.

Step 1: Translate variability into current fluctuation
by the proposed current estimation model,

Step 2: Replace output load based on current fluctuation,

Step 3: Calculate delay by look-up table with the replaced load.

The rest of the paper is organized as follows. Section 2 describes
the key idea, that is translation of current variation into output load.
Section 3 gives an implementation of the proposed idea for RC out-
put load and slow input transitions. Section 4 shows experimental
results to confirm the accuracy. We also demonstrate a comparison
with the conventional sensitivity-based method. Finally, we con-
clude the paper in Section 5.

2. KEY IDEA OF PROPOSED MODEL
A feature of the proposed gate delay calculation is variational

current modeling instead of direct delay modeling. Delay of
a CMOS logic gate is the time required to charge/discharge its
output load. Variability sources, such as gate length, change
charging/discharging current, which results in gate delay variation.
Therefore, variation-aware current estimation can guide gate delay
computation for variability. We observe that charging/discharging
current has an almost linear relation with respect to variation
sources, and it is easier to model.

2.1 Relationship among delay, current and
variability

We first review the relationship among gate delay, charg-
ing/discharging current and variability sources. Saturation current
of MOSFET Idsat is expressed as follows in alpha-power law MOS-
FET model [9].

Idsat = k
μεoxW
toxL

(Vgs − Vth)α, (2)

where μ denotes an effective mobility, εox a dielectric constant of a
gate oxide, tox a gate oxide thickness, W a channel width, and L a
channel length. α is a coefficient to denote carrier velocity satura-
tion effect, and it becomes close to 1 in advanced technologies. Vth

is a threshold voltage, and k is a coefficient. Equation (2) shows
that the saturation current is roughly proportional to supply volt-
age, threshold voltage, channel width and mobility, and inversely
proportional to gate length and gate thickness. An example of cur-
rent variation in a 90nm CMOS technology is shown in Figure 2,
where dVth is the variation of Vth from the nominal value. Istep (Id at
Vgs = Vds = Vdd) has a linear relation with Vdd, Vth and temperature
T and it is roughly inversely proportional to L. We therefore expect
that current fluctuation can be modeled by a simple expression of
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Figure 2: Example of Istep (Id at Vgs = Vds = Vdd) variation.
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Figure 3: Drain current of an inverter.

L−1, Vdd, dVth and T . Gate delay is basically inversely proportional
to current [8]. Intuitively speaking from the above discussion, the
gate delay is inversely proportional to (Vdd − Vth). This means that
the sensitivity-based delay model for variability, which is widely
adopted in SSTA, is not suitable for large variability of Vdd and Vth,
whereas it really works well for small amount of variation. In order
to develop a gate delay model applicable to wide-range fluctuation
of Vdd and Vth, which is eagerly demanded in DVS and variable Vth

design, focusing and modeling current fluctuation is a reasonable
approach.

2.2 Translation of current fluctuation into out-
put load

We here show the key idea of the proposed model. We use a fall
transition, as an example, of a 90nm single-stage inverter with 100fF
output load when a step rise input transition is given (Figure 3).
The fall gate delay depends on the drain current of NMOS Id. The
amount of charge to discharge, Q, is expressed as

Q = CVdd, (3)

where Vdd is supply voltage and C the total capacitance to discharge.
C includes CLoad and parasitic capacitance inside a cell. Generally
speaking, when the drain current increases twice by process varia-
tion, the delay becomes half. When the output load becomes half,
the delay also decreases to the half. The above discussion means
that the variation of current can be translated into output load while
keeping the gate delays equal. Considering that Q varies with Vdd

fluctuation, we thus should translate Id variability into Cnew as fol-
lows,

(Id + ΔId) : Id = Q : Qnew, (4)

= C(Vdd + ΔVdd) : CnewVdd, (5)

=⇒Delay(Id + ΔId,Q) = Delay(Id,Q
new), (6)

Cnew =
Id

Id + ΔId

Vdd + ΔVdd

Vdd
C. (7)
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where Δ denotes variability and superscript new corresponds to val-
ues in the nominal condition. The rise delay is calculated similarly.

In order to realize the above translation, we need two techniques:
(1) current estimation and (2) estimation of parasitic output capaci-
tance. The second technique is also required in transistor-level tim-
ing analyzer, such as [10], and it is not novel. We therefore do
not discuss capacitance estimation further in this paper. With re-
gard to (1), the saturation current Istep is reasonable for Equation (7)
when the input signal is a step signal, because the NMOS works
like a constant current source in the saturation region. In practical
designs, however, input signals have a certain amount of transition
time. Current modeling for slow input transition will be discussed
later in Section 3.

A paper proposes a gate delay model that translates difference of
power/ground voltage level between driver and receiver into output
load toward power/ground-noise-aware timing analysis [6]. Though
the idea that delay variation is expressed by output load replacement
is the same, the variability of this paper includes both manufacturing
and environmental fluctuation, and the target is different.

2.3 An analysis example
We demonstrate an example to validate the idea of the proposed

method in a 90nm CMOS technology. This example supposes that
power supply voltage Vdd fluctuates. The upper figure in Figure 4
shows delay variation estimated by circuit simulation with the ac-
tual varied Vdd and with the proposed idea. The lower figure shows
the delay estimation error of the proposed model. In this analysis,
the estimation error is below 2% even though the supply voltage is
varied from 0.7 to 1.3V by 0.6V, where the nominal supply volt-
age is 1.0V. The proposed idea works well for wide-range variation.
Figure 5 shows a waveform example, where the difference of supply
voltage is removed by normalization to 1.0V for waveform compari-
son. Gate delay is measured after the voltage normalization as well.
We can see that the output transition waveform is well estimated.
We also verify the effectiveness under variations of L, Vth and T in
a similar way.

load
translation

L+ΔL, Vdd+ΔVdd,
Vth+ΔVth, T+ΔT

L, Vdd,
Vth, T

same delay

IdId+ΔId

Y newY

Figure 6: Concept for Generic
RC load.
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R

Figure 7: CRC π model.

3. COPING WITH RC OUTPUT LOAD AND
SLOW INPUT TRANSITION

To implement the proposed idea in a timing analyzer, there are
two obstacles in current modeling: (1) RC output load and (2) slow
input transition. This section shows the solutions for each obstacle.

3.1 Translation for RC output load
Coping with RC output load is indispensable in nano-meter tech-

nology era, because wire resistance is large especially in inter-block
interconnections. We here show that the proposed idea can be ap-
plied consistently to generic output load.

Figure 6 shows the concept for a generic output load, where Y is
the driving point admittance of the actual circuit, and Ynew is that
after translating variability into output load. Similar to capacitive
output load, Ynew is calculated by

Ynew =
Id

Id + ΔId

Vdd + ΔVdd

Vdd
Y. (8)

We can see that Equation (7) is one of the special cases of Equa-
tion (8). In the case of CRC π model in Figure 7, Cnew

1 , Cnew
2 and

Rnew can be simply expressed as follows,

Cnew
1 =

Id

Id + ΔId

Vdd + ΔVdd

Vdd
C1, (9)

Cnew
2 =

Id

Id + ΔId

Vdd + ΔVdd

Vdd
C2, (10)

Rnew =
Id + ΔId

Id

Vdd

Vdd + ΔVdd
R. (11)

3.2 Current estimation for slow input transi-
tion

We here discuss current estimation used to translate variability
into output load in Equations (7) and (8). When a fast input tran-
sition is given, i.e. the output transition is much slower than the
input transition, Istep is used as Id, as explained in Section 2.2. This
section supposes a situation that the input transition is slower than
the output transition in Figure 3. The operating condition of the
NMOS depends on the input waveform and the output load, and
hence it is difficult to identify the discharging current that should be
used for the proposed translation.To solve this problem, we have ob-
served discharging current in various conditions of input waveform
and output load, and found that the discharging current becomes
almost maximum when the output goes across 50% of the supply
voltage. Also obviously, the discharging current starts to flow when
the input voltage reaches to the threshold voltage of the NMOS.

Figure 8 shows a typical current waveform when a slow input
transition is injected. The current shape can be approximated as a
trapezoid as shown in Figure 8 and the integrated area of the current
is equal to the area of a rectangle whose height is Iavg =

1
2 (IVin=Vth +

IVout=0.5Vdd ), where IVin=Vth represents the drain current when the in-
put voltage equals the threshold voltage, and IVout=0.5Vdd is the drain
current when the output voltage equals half of the supply voltage.
Please recall that gate delay is the time required to charge/discharge
the output load. The output voltage depends on the amount of charge
that has been charged/discharged through the MOS. In other words,
the integral average of the charging/discharging current determines
the delay characteristics. This is why Iavg is reasonable for slow in-
put transition. We therefore decide to use Iavg as Id. Here, you may
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think that IVin=Vth is not necessary because of its small value, but
we experimentally confirm that IVin=Vth contributes to accurate delay
estimation, especially in the case that Vdd is close to Vth.

A requirement for current estimation is flexibility and robustness
that can accept new variation parameters and multiple input cells.
We, in this paper, use a response surface method as a candidate.
However, other methods also can be used as long as their accu-
racy is sufficient. In the response surface method, we can choose
the order of polynomials according to the required accuracy. We
derive polynomial expressions for IVin=Vth (L−1,Vdd, dVth,T,Vth) and
IVout=0.5Vdd (L−1,Vdd, dVth,T,Vin). Vth is dependent on L, Vdd and T as
well as dVth, and hence Vth in IVin=Vth is separately estimated before-
hand by the response surface method.

When deriving IVin=Vth , the output voltage is reasonably assumed
to be Vdd, because at that timing the output is about to start a transi-
tion. A remaining problem is how to compute Vin when the output
is 0.5Vdd. Note that the output waveform shape and/or the crossing
timing of 0.5Vdd can be computed by the delay model in the nomi-
nal condition with the replaced output load. The input waveform is
also given, and hence we can estimate Vin when the output is 0.5Vdd

without transient simulation. A chicken-and-egg problem of current
and Vin estimation exists, that is current estimation needs Vin, and
Vin estimation requires the output load computed based on current
estimation. We experimentally confirm that Vin can be estimated by
iteratively updating the output load with the proposed translation,
which will be shown in Section 4.2.1.

3.3 Problem of starting time of switching
The proposed method is expected to be applicable for large sup-

ply voltage and threshold voltage variation. This situation leads to
a problem that the time at which the output starts to change varies
(Figure 9). ”Proposed Output” is normalized to the actual Vdd. In
this example, we stretch the waveform with respect to voltage from
”Actual Input” to ”Input at nominal”, since the supply voltage drops.

Table 1: Condition of the variability for Monte Carlo analysis.
Variable parameter Mean 3σ

L 100nm 20nm
Vdd 1.0V 0.5V
dVth 0V 0.3V

T 37.5◦C 82.5◦C
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Table 2: Applicable range within 10% delay error.
Variable parameter Proposed Sensitivity-Based

Vdd ±0.5V ±0.2V
Vth ±0.35V ±0.16V

In this case, the timing when the input reaches to the threshold volt-
age gets earlier by Δt due to voltage drop, which causes delay in-
crease that is irrelevant to current variation. A similar problem also
occurs when Vth varies. Thus, the crossing timing offset (=Δt) of
threshold voltage is separately computed and compensated in delay
estimation (Figure 10). The input transition waveform is given in
STA, and hence Δt can be calculated without any special informa-
tion nor simulation.

4. EXPERIMENTAL RESULTS
This section demonstrates the accuracy of the proposed gate delay

model and its efficiency in applicable variation range. We assume
that L, Vdd, dVth and T vary as Table 1, where dVth denotes a Vth

offset excluding the influence of the other parameters.
Vdd and Vth are widely varied, because the proposed model also

aims to cover DVS and variable Vth design. Thus, there are com-
binations in which MOSFETs works only in sub-threshold region.
The sub-threshold current changes in an exponential manner with
respect to Vdd and Vth, and hence the regression to polynomials is
not appropriate. However, generally speaking, in those combina-
tions, gate delay is unacceptably large. We therefore eliminate those
combination of Vdd and Vth in experiments.

In the 90nm technology we use for experiments, the value of 2fF
corresponds to an input capacitance of a standard inverter. The re-
sults of fall delay in an inverter are shown, and L, Vdd, dVth and T
vary simultaneously and independently as long as there are no spe-
cial notations in the following experiments. In the following figures
of waveform example, solid lines denote actual waveforms, and dot-
ted lines correspond to the proposed model.

4.1 Comparison with conventional methods
In this section, we demonstrate advantages of the proposed model

compared with conventional methods.

4.1.1 Applicable range
We demonstrate the applicable variation range of the proposed

method comparing with the sensitivity-based model. Figure 11
shows a comparison in delay estimation error when dVth is var-
ied. The proposed method provides accurate estimation even though
dVth varies by ±0.35V. When delay estimation within 10% error is
demanded, Vdd variation of ±0.5V and dVth variation of ±0.35V are
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Figure 14: Delay estimation accuracy (input transition time
100ps, output load 2fF, 10fF, 100fF).

acceptable in the proposed method (Table 2), which reveals that the
proposed model is suitable for DVS and variable Vth design.

4.1.2 Comparison with direct delay modeling
We compare the proposed model with a model which deals with

delay directly. The direct delay model is derived by the response
surface method. The delay is expressed by a second-order polyno-
mial of L, V−1

dd , (Vdd − dVth)−1 and T . Input transition time and out-
put load are fixed to 100ps and 100fF, respectively. Similarly, for
the proposed method, a second-order polynomial of L−1, Vdd, dVth

and T is derived as a current model. The evaluation configuration
in variability is the same for both models. Figures 12 and 13 show
delay estimation accuracy. RMS error of the direct delay model
is 39.4ps (14.0%), whereas that of the proposed model is 11.3ps
(4.0%). As discussed in Section 2.1, modeling current variability is
more reasonable than direct delay modeling.

Moreover, the proposed model is superior to the direct delay
model in characterization cost. The current model is constructed
based on DC analysis and is independent of output load and input
transition time. On the other hand, delay must be evaluated at m× n
sampling points, where m and n are the numbers of sampling points
in output load and input transition time, respectively. The number
of variability configuration required for current model derivation is
m × n times as small as that for the direct delay model. If the di-
rect model uses a higher order polynomial to make up for the larger
estimation error in Figure 12, more evaluation points are necessary
in general for delay model construction, and the superiority of the
proposed model in characterization cost becomes significant.

4.2 Accuracy evaluation for capacitive load
4.2.1 Vin, Iavg computation

To compute IVout=0.5Vdd , we have to know Vin when Vout = 0.5Vdd,
as explained in subsection 3.2. Vin depends on variability as well as
output load and input transition time. We therefore compute Vin and
Iavg iteratively as follows:
Step 1: Set Vin when Vout = 0.5Vdd at nominal,
Step 2: Compute Iavg with Vin as (Vdd + ΔVdd) · Vin,
Step 3: Replace output load by using Iavg in Step 2,
Step 4: Update Vin with output load in Step 3, and return to Step 2.
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sition time 100ps, output load 100fF).

In Step 1-4, additional transient simulation is not necessary. Iavg

computed in the above procedure is compared with that calculated
by using the exact value of Vin obtained from transient analysis. In
the results of Monte Carlo analysis, RMS error of Iavg estimation
is 7.6% for output load of 2fF, 4.0% for 10fF, and 0.2% for 100fF.
Increasing the number of the iteration from Step 2 to Step 4 hardly
improves the accuracy of Iavg estimation. We conclude that Vin can
be computed in the above process with a reasonable accuracy.

4.2.2 Accuracy of delay estimation
We next evaluate the accuracy of delay estimation. We perform

Monte Carlo analysis whose evaluation count is 3000. Figure 14
shows the accuracy of delay estimation when the input transition
time is 100ps. The transition time of 100ps corresponds to the tran-
sition with fan-out 8. We can see that gate delay is well estimated
even for slow input transition. RMS error is 2.9ps (14.0%) for out-
put load of 2fF, 3.3ps (7.0%) for 10fF, and 3.7ps (1.5%) for 100fF.
Figures 15 and 16 show the error histograms and CDFs (cumula-
tive distribution functions) of the proposed method. When the in-
put transition time is 300ps, RMS error is 11.2ps for 2fF and 8.9ps
(13.2%) for 10fF and 11.3ps (3.8%) for 100fF. RMS error is 11.7ps
(3.4%) for a conbination of 500ps and 100fF. In the situation that the
input transition is slow and the output load is small, it is difficult to
estimate delay in general, however, the proposed method estimates
the delay with an acceptable accuracy.

Figure 17 shows an example of transition waveform in the case
of Vdd fluctuation. The waveform shape as well as the propagation
delay is well estimated. In timing analysis, accurate estimation of
output transition time is also required. RMS error is 1.7ps (5.3%)
for output load of 2fF, and 6.1ps (1.4%) for 100fF when the input
transition time is 100ps. The proposed model gives accurate output
transition time as well as delay time.

4.2.3 Gate delay distribution
We here demonstrate that the proposed gate delay model can re-

produce a statistical distribution of gate delay. We perform Monte
Carlo analysis and compare the actual distribution given by circuit
simulation with that of the proposed method. Figure 18 shows the
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Figure 19: Delay estimation
accuracy (NAND: A: LH (in-
put transition time 100ps), B:
High, output load 10fF).
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Figure 20: Delay estimation
accuracy (NOR: A: LH (in-
put transition time 100ps), B:
Low, output load 10fF).

delay histograms and CDFs. The distribution shapes by the pro-
posed method agree with those by circuit simulation. The proposed
method can be used for deriving gate delay distribution.

4.2.4 NAND, NOR
The proposed method is applicable for NAND and NOR as well

as inverter. We perform a Monte Carlo analysis whose evaluation
count is 500. L and dVth are varied independently for every tran-
sistor. Figure 19 shows the delay estimation accuracy of a 2-input
NAND gate. RMS error is 3.9ps (5.5%). In the case of 2-input
NOR gate(Figure 20), RMS error is 4.9ps (9.1%). The proposed
model can be applied for any single-stage CMOS gates.

4.3 Accuracy evaluation for RC output load
We next evaluate the accuracy when RC output load is given. We

perform a Monte Carlo analysis whose evaluation count is 3,000.
A 2.0mm-long wire is used as an RC output load. We translate the
wire into a CRC π model by [11]. Figure 21 shows the accuracy of
the proposed method and a waveform example is Figure 22. RMS
error is 11.6ps (1.2%). We can see that the proposed method works
well for RC output load as well as capacitive load.

4.4 Application to multiple-stage path and flip-
flop

4.4.1 Multiple-stage path
We also evaluate the accuracy when multiple-stage path is given

(Figure 23). We assume that L and dVth vary independently at each
transistor. The capacitance of 100fF is attached to each gate output.
Figure 24 shows a waveform example. We can see the proposed
method works well for multiple-stage path.

4.4.2 Flip-flop
CLK-to-Q delay of a negative-edge trigger D flip-flop in Fig-

ure 25 is examined. The signal path to consider in delay estimation
is extracted and shown in Figure 26. A transmission gate is mod-
eled such that the sum of NMOS and PMOS current is expressed in
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Figure 21: Delay estimation accuracy for RC output load
(2.0mm-long wire).
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Figure 22: Waveform evaluation for RC output load (L 80nm,
Vdd 0.7V, dVth 0.1V, T 70◦C, 2.0mm-long wire).
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Figure 27: Waveform evaluation (DFF: clock transition time
100ps, output load 2fF, solid lines denote actual waveforms, and
dotted lines correspond to proposed model).
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Figure 28: Delay estimation accuracy (DFF: clock transition
time 100ps, output load 10fF).

a second-order polynomial assuming that step inputs of CLKN and
CKLP are given at the same time for simplicity.

We vary L and dVth independently at each transistor, and the same
values of Vdd and T are given to all transistors. The transition time
of given CLK signal is 100ps in this experiment. Figure 27 shows
a waveform example. Labels CLK, CLKN, CLKP, A, B and Q cor-
respond to the nodes in Figure 26. The waveforms by the proposed
method are very close to the actual waveforms.

We next show the statistics of the estimation accuracy. We per-
form Monte Carlo analysis whose evaluation count is 1000. Fig-
ure 28 shows the accuracy of delay estimation when the output load
is 10fF. RMS error is 6.7ps (6.9%). We can see that CLK-to-Q delay
is well estimated.

4.5 Application to sensitivity calculation
When the average of a variational parameter shifts, the sensitivity

becomes different with the sensitivity at the nominal condition. The
proposed model can give the sensitivity in Equation (1) easily even
when the average changes. Let us show an example. In this experi-
ment, we vary Vdd such that the average and 3σ are 0.8V and 0.1V,
respectively. The sensitivity to Vdd at 1.0V is not accurate when
nominal Vdd is actually 0.8V. On the other hand, when we compute
the sensitivity at 0.8V by using the proposed model, the estimation
accuracy is much improved. Figure 29 shows the delay estimation
accuracy. The proposed model can be used to compute the sensitiv-
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Figure 29: Comparison of delay estimation accuracy with the
sensitivity at Vdd of 1.0V and that at 0.8V (Vdd variation, step
input, output load 100fF).

ity at any point, which improves accuracy of SSTA that exploits the
benefit of the sensitivity-based delay model (e.g. [2]).

5. CONCLUSION
We propose a method to compute variational gate delay by trans-

lating variability into output load. Every variation source is con-
sidered as a factor that fluctuates charging/discharging current.
The proposed model provides accurate delay estimation in a wider
range of manufacturing and environmental variability compared
with sensitivity-based model, thanks to capturing variability in cur-
rent modeling. Any additional characterization by time-consuming
transient analysis is not necessary at all. Experimental results re-
veal that the RMS error of the proposed model is small even for
slow input transition. The large applicable range of variability may
eliminate delay characterization in numerous corners and provide a
solution for timing verification in DVS and Vth control design.
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