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ABSTRACT

Many embedded array-intensive applications have irregular access
patterns that are not amenable to static analysis for extraction of ac-
cess patterns, and thus prevent efficient use of a Scratch Pad Mem-
ory (SPM) hierarchy for performance and power improvement. We
present a profiling based strategy that generates a memory access
trace which can be used to identify data elements with fine granu-
larity that can profitably be placed in the SPMs to maximize per-
formance and energy gains. We developed an entire toolchain that
allows incorporation of the code required to profitably move data
to SPMs; visualization of the extracted access pattern after profil-
ing; and evaluation/exploration of the generated application code to
steer mapping of data to the SPM to yield performance and energy
benefits.

We present a heuristic approach that efficiently exploits the SPM
using the profiler-driven access pattern behaviors. Experimental
results on EEMBC and other industrial codes obtained with our
framework show that we are able to achieve 36% energy reduction
and reduce execution time by up to 22% compared to a cache based
system.

Categories and Subject Descriptors

D.3.3 [Programming Languages]: Language Constructs and Fea-
tures—dynamic storage management; D.3.4 [Programming Lan-
guages]|: Processors—optimization

General Terms

Languages, Management
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scratch pad memory, data layout, energy consumption
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1. INTRODUCTION

Many important embedded applications (e.g., multimedia stream-
ing) are characterized by memory-intensive accesses nested within
critical loops. It is essential to utilize temporal locality in such
loop intensive applications for improving performance and achiev-
ing energy efficiency in the memory subsystem design. Traditional
approaches use hardware controlled caches to exploit temporal lo-
cality and are typically effective for general purpose architectures.
However, a hardware-only implementation has several drawbacks.
The hardware controlled approach incurs additional power and area
cost [3]. Moreover, lack of knowledge of future accesses may
lead to higher miss rates due to non-optimal data placement in the
caches. Besides, it is not possible to achieve effective data prefetch-
ing (which helps to hide the access latency) since not all of the pro-
grams expose sufficient spatial locality in the data accesses. As a
result, it is often unacceptable to use caches because of their unpre-
dictable latency for real embedded applications [16].

An alternative to hardware controlled cache is a "software con-
trolled cache" which is essentially a random access memory called
Scratch Pad Memory (SPM). The main difference between SPM
and hardware controlled cache is that SPM does not need a hard-
ware logic to dynamically map data or instructions from off-chip
memory to the cache since it is done by software. This difference
makes SPM more energy and cost efficient for embedded appli-
cations [27]. In addition, SPM often allows static timing analysis
and thus provides better time predictability required in real-time
systems. Due to these advantages, SPMs are widely used in var-
ious types of embedded systems. In some embedded processors
such as ARMI10E, Analog Devices ADSP TS201S, Motorola M-
core MMC221 and TI TMS370CX7X, SPM is used as an alterna-
tive of cache or a part of cache. Consequently, an approach for
effective utilization is essential for efficacy of SPM based memory
subsystems. Studies on SPM utilization have focused on devel-
opment of approaches for efficiently assigning frequently accessed
data and instructions to SPM so as to maximize improvement of
performance and energy consumption.

Many prior approaches for data array placement in SPMs have
focused on applications with regular data access patterns, typically
those with index expressions represented by affine functions of
outer loop iterators (we name these as "regular” applications). While
such regular applications are abundant in the embedded space, there
also exist a number of embedded applications whose array access
patterns are not analyzed well with accurate compiler static analy-



sis and optimization (we name these as "irregular applications").
Consequently, it is difficult to achieve efficient SPM hierarchy uti-
lization with such irregular applications. To overcome this diffi-
culty, we present a dynamic data reorganization method guided by
profiler. Our approach generates improvements in performance and
energy when the gain obtained from reduction in the number of off-
chip memory accesses outweighs the cost of data transfers between
the SPM and processor/main memory. To that end, our approach
solves the following two problems:

1. Identify parts of the data array that can be copied into the SPM
for improving run-time and energy consumption, and

2. Maximize utilization of the SPM space using the selected data
elements

The solution to these two problems result in code for copying the
data from main memory to SPM (using the processor or a DMA
controller).

We have developed a complete toolchain that allows for evalua-
tion and exploration of SPM usage for irregular applications. First,
the code for copying the data from main memory to SPM is added
to the original program and the modified program is compiled using
conventional compilers. Next, a profiler we developed generates
the array access footprint visually, allowing the designer to analyze
the access pattern based on the footprint, and source code generator.
Finally, the tool chain produces application code that exploits the
SPM to yield performance and energy benefits. We performed ex-
periments with the tool chain for several irregular applications. Our
results indicate that the proposed approach is successful with the
applications that have irregular data access patterns and improves
their energy consumption by about 36% over conventional caches.

The rest of the paper is organized as follows. Section 2 describes
a motivational example. Section 3 presents related work. Section 4
presents our approach for data reorganization and describes a code
generation method to use selected data and placement with low
overhead. Section 5 evaluates the benefits and overheads of the
proposed approach. Section 6 concludes the paper.

2. MOTIVATION

Main Memory
(off-chip RAM)

Scratch Pad Memory
(e.g. 1K~16K)

<
C )

Processor
Figure 1: Memory subsystem architecture

Figure 1 shows the data memory architecture with a scratch pad
memory. Scratch pad memory is placed close to the processor core
like a conventional cache. From viewpoint of applications, access-
ing array in a scratch pad memory is the same as accessing array
in the main memory, but the scratch pad memory is much faster.
For the matter of fact, good data layout decisions obtained by using
precise locality information is important because that means fewer
transfers between SPM and main memory in SPM-based memory
sub-systems. A data placement reorganization involves changing
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the location of the elements of the data array, but not the order
in which these elements are referenced. While regular applica-
tions can benefit from static analysis to exploit the SPM, irregular
applications are not guarantee to static data reuse analysis. How-
ever, even irregular applications can benefit from SPMs that need
a different approach to exploit layout reorganization of data for the
SPM. To demonstrate the potential for layout reorganization of data
in SPM consider the following irregular application:

for(j=1; j<n-k+1; j++)

.f'c.)r(i=0; i<n; i++)
=8 ® (a[((j — 1) * (n — i — 1) + inva[tz[i]]) %b]);

Figure 2: A code fragment with irregular array references

The loop code in Figure 2 is from Reed-Solomon Error Control
Code [18], which is used in a wide variety of commercial applica-
tions in storage devices, wireless communication and digital televi-
sion.

In the figure, four arrays (S, a, inva and tz) are referenced.
These four arrays are potential candidates for copying to the SPM.
Arrays S and tx are regularly accessed (direct indexed array with
affine reference functions), therefore, existing approaches can be
used for them. Array inwva is indirectly accessed by regularly in-
dexed array tz. It can be also optimized by an existing approach [1].

Therefore, our interest focuses on the copying of the array a to
the SPM. Since array a is irregularly accessed with a non-affine
reference function, current techniques would try to copy the whole
array to the scratch pad memory. But that may not be always pos-
sible since the array size can be larger than the SPM size.

The access pattern of array a is precisely known only at run-
time. Therefore, we collect runtime information such as the arrays’
access footprint and loop bounds. A part of array access footprint
generated by profiling of the application is shown in Figure 3. The
X-axis shows inner-most loop iteration numbers. An iteration is
usually iterated by outer loops. Therefore, an iteration has sev-
eral accesses. Based on the access footprint, we can get infor-
mation about data reusability and lifetimes of array elements. In
this example, several array elements are highly reused. The whole
access footprint shows that some parts of array elements are fre-
quently reused, while others are not. Those reused array elements
are sparsely spread in the time and space domain. That is why it is
difficult to determine frequently reused data block or tile on which
to apply existing methods [1, 6].

3. RELATED WORK

Many papers have addressed the problem of improving data reuse
in caches, primarily by means of loop transformations (e.g. [5, 19]).
However, we do not address this problem since we assume that all
possible loop transformations for improving locality of accesses
are already performed before applying the technique presented this
paper.

There are several prior studies on using SPMs for regular data
accesses. The studies can be divided two parts, static and dynamic.
Static methods [22, 25, 23, 2, 3, 28] determine which memory
objects (data or instructions) may be located in SPM at compile
time, and the decision is fixed during the execution of the program.
This leads to the non-optimal use of the scratch pad memory since
during the execution of the program different parts of memory ob-
jects may be used. Static approaches use greedy strategies to deter-
mine which variables to place in scratch pad memory, or formulate
the problem as an integer-linear programming problem (ILP) or a
knapsack problem to find an optimal allocation.
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Figure 3: Array access footprint from the example loop kernel

Dynamic SPM allocation approaches include [8, 16, 26, 27, 15,
9]. Cooper et al. [8] proposed to use scratch pad memory for storing
spilled values. Udayakumaran et al. [26] proposed an approach that
treats each array as one memory object and placement of parts of
array to the scratch pad memory is not possible, but it can treat all
global and stack variables. Kandemir at al. [16] addresses the prob-
lem of dynamic placement of array elements in scratch pad mem-
ory. The solution relies on performing loop transformations first to
simplify the reuse pattern or to improve data locality. Dynamic
approaches also use integer-linear programming formulations or
similar methods to register allocation to find an optimal dynamic
allocation.

While research described above focused explicitly on regular ac-
cess patterns, Verma et al. [28] and Li et al. [17] proposed ap-
proaches that work with irregular array access pattern. Verma et
al. proposed a static approach to put half of the array to SPM.
They also profile an application, find out which half of the array
is more often used, and place it in the SPM. However, they do not
care if the accesses are regular or not. Unlike in [28], we perform
the task of finding a set of array elements to be placed to SPM
with finer granularity. In addition to that, the replacement of data
in SPM happens at run-time in our approach as compared to sta-
tic placement in [28]. Li et al. [17] introduced a general purpose
compiler approach, called memory coloring, which adapts the ar-
ray allocation problem to graph coloring for register allocation. The
approach operates in three steps: SPM partitioning to pseudo reg-
isters, live-range splitting to insert copy statements in an applica-
tion code, and memory coloring to assign split array slices into the
pseudo registers in SPM. Their approach is prone to internal mem-
ory fragmentation when the size of assigned array slices are less
than pseudo register size (where the partitioned SPM space). They
try to solve this problem by making several sizes of pseudo regis-
ters. But, it cannot completely solve the problem because the par-
titioning method uses a constant variable to divide the SPM space,
where leads to unavoidable fragmentation. We solve this problem
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by formulating it as a two-dimensional (time and space) knapsack
problem, that can assign array slices to SPM without any internal
fragmentation.

Absar et al. [1] and Chen et al. [6] also present approaches for
irregular array accesses. The meaning of irregularity of their works
is limited to a case of indirect indexed array. In addition to that, the
indexing array must be referenced by affine function. In these work,
they identify the reused block or tile which accessed through indi-
rectly indexed arrays in video/image processing applications. Our
approach differs from theirs in that we can solve indirect indexed
arrays with non-affine reference functions, and ours also includes
all other types of irregular accesses found in various applications
such as encryption and communication.

4. STRATEGY FOR DATA LAYOUT REOR-
GANIZATION

In order to efficiently solve the data reorganization problem, we
break it into two smaller problems. The first problem is to select
array elements copied onto SPM, which have high data reusabil-
ity with similar lifetimes that are beneficial to copy to SPM. The
second problem is to find an optimal layout of data elements in the
SPM address space to minimize address fragmentation. Although
the second problem is known to be NP-complete [27], we employ
heuristics and are able to find near-optimal solutions for both the
first and the second problems in polynomial time.

The workflow of our approach is shown in Figure 4. The first
task is to gather array access footprint through profiling. In profil-
ing task, we have several times run our benchmark code with vari-
ous types of input set to gather access frequency of each array ele-
ment for each input, and an average is obtained. It represents how
frequently an element is reused in the application. After profiling
done, data selection task is applied. In the first step of the second
task, arrays from the application code are identified, and then local-
ity analysis is performed using array access footprint generated by
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Figure 4: Workflow of the proposed approach

profiling. After that, in the third step, lifetime analysis is performed
to determine the live ranges of each array element. Using a formal
metric that considers data reusability and lifetime information, can-
didates of array elements to be copied to SPM are determined for
a loop. A cluster of the candidates, (which is determined by life-
time similarity), is a basic unit for assigning to SPM. By doing so,
a set of clusters are determined in the final step of second task. The
third task is to decide the location of clusters in order to maximally
use small SPM space. Finally, optimized code with the array slices
(clusters) are generated. The following subsections describe this
workflow in detail.

4.1 Data Selection with Data Reusability and
Lifetime

The usefulness of memory hierarchy depends on the amount of
reuse in data arrays accesses. To measure the amount of reuse, we
now present a data reusability model used to determine candidates
of data elements to be copied to SPM.

We use data reusability factor as a metric which measures how
many references access the same location during different loop it-
erations. Let T7,, be data reusability factor for ¢, elements of ar-
ray n, which depends on the estimated element size of /N words,
as well as on the access frequency I’ corresponding to each array
element, which is obtained by profiling. The reusability factor is
defined as:

DEFINITION 1. Reusability factor : 7,,, = F'/N.

Our technique selects candidates of data to be located in SPM
when array elements have data reusability factor more than two,
because those array elements can reduce at least one main mem-
ory access. As shown in Figure 5, each candidate of element can
be divided by their lifetime in a loop. There are seven candi-
date clusters of array elements. We developed this data classifi-
cation method based on lifetime of selected data extracted from the
profile-generated array access footprint. This procedure is the fol-
lowing:

e Collect information of the last use for each selected element

e Calculate the Euclidean distance between the last uses of se-
lected elements

e Divide selected array elements into groups with similar life-
times based on their distance

Based on the Euclidean distance, the lifetimes can be divided
into groups with similar lifetimes. We chose the distance as 2 in
Figure 5, which is selected to minimize external fragmentation of
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memory. Alternatively, the selection can be driven by a more so-
phisticated technique by minimizing the maximum diameter of a
cluster (k-clustering) [11]. Finally, we can get data clusters to be
transferred into SPM according to this classification. The lifetime
groups form several clusters of array elements are shown in Fig-
ure 5. These clusters are a basic unit for assigning onto SPM.
However, all clusters cannot be assigned to SPM since the SPM
size is usually small (e.g., 1K-16K bytes). It is a capacity con-
straint in the layout reorganization problem. In addition, some of
selected clusters may be not assigned to the scratch pad memory
because the memory address fragments can be scattered in SPM
address space (i.e., memory fragmentation). To solve this cluster
allocation problem with the goal of minimizing the fragmentation
and with a capacity constraint, the formal definition of the problem
is presented in the next subsection.

4.2 Data Layout Decision Problem (DLDP)

A good data layout can place most of the data clusters in the
scratch pad memory, as a consequence, which yields the least pos-
sible main memory accesses. In general, data layout reorganization
problem is to obtain such a good data layout. To make better prob-
ability of finding a good layout, minimized fragmentation , which
is generated when array clusters are transferred in and out, should
be found by a layout decision algorithm in order to increase the
chances of finding a large enough free space.

DEFINITION 2. o Definition of the DLDP

o Given:
- a data cluster set C for each arrays in an application code

- Loop execution times T represented as loop iteration num-
ber

- Capacity, SPM capacity

- Benefit(c), a product of Size(c) by a sum of data reusability
factor

For each cluster c € C
- Size(c), a total size of elements belonging to cluster ¢

- Lifetime(c) = [start(c),..., end(c)], a non-empty interval in
time T

- Tr(c), data transfer cost represented as the number of data
transferring of ¢

e Find: an assigned set of clusters Cq, C C

e Maximize: Y, (Benefit(c) — Tr(c))

ceClq

e Subject to: Size(clusters(t)) < Capacity, for eacht € T
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e where clusters(t) represents a cluster set Cy C C, at a time
t.

In this work, data layout decision problem is to find a partic-
ular ordering for each selected cluster in SPM address space on
execution time stamp of an application; the clusters should fit tem-
porally and spatially into the SPM and deliver the highest overall
energy saving by the method. To solve this problem, we formulate
the problem as two dimensional (time and space) knapsack prob-
lem. The problem forms the knapsack with a fixed SPM size k with
loop iteration time ¢. A formal statement of the data layout deci-
sion problem mapping to the two dimensional knapsack is given in
Definition 2. The objective function of this problem is to maximize
the benefit with minimizing data transfer cost. Data transfer cost
can be two types in this work. The first is memory access latency
executed by DMA since the transferring can be performed by DMA
circuits. The second is memory access latency executed by proces-
sor using load/store instructions. These costs depend on a memory
configuration of the target architecture.

The one dimensional (space) knapsack problem for memory ob-
ject movement into scratch pad memory is formulated in [3]. It is
a special case of DLDP in which there is only a static time. Since
the problem is NP-Complete and is a special case of DLDP, DLDP
is also NP-Complete. We can search a near-optimal solution by a
best-first search with a heuristic. In the next section we describe
our approach to solve the DLDP.

4.3 The DLDP Solver

Our approach exploits a divide and conquer principle to effec-
tively seek a near-optimal solution to maximize the objective func-
tion in Definition 2 because the search space of clusters consists
exponentially many sets. Our algorithm for solving the DLDP has
two steps. Section 4.3.1 gives the algorithm of the divide step.
Section 4.3.2 presents a best first search method for each problem
instance, as a conquer step.

4.3.1 Divide Step with Simplification

This procedure employs two basic operations: reduce, which
simplifies a problem instance; and split, which decomposes a prob-
lem instance into smaller, independent problem instances. An ex-
ample of the two operations is as following with Figure 6.

Figure 6 shows an instance of DLDP that has seven array clus-
ters, cl,...,c7, and time 7" ={1,2,3,...,10} (loop iteration number),
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which are displayed on each rectangles and the Y-axis. This exam-
ple has a capacity constraint 10 in 7'.

The reduce operator performs two kinds of simplification. The
first kind removes from the problem instance any cluster ¢ whose
size exceeds the capacity available in its lifetime(c). For exam-
ple, in the instance of Figure 6.(a), cluster c2 has size 11 at time
T = 1,2, 3, yet the capacity is only 10. So, the reduce operator
removes c2 from the instance, which results in the instance shown
in Figure6.(b).

The second kind of simplification removes unnecessary times
from the instance. In the instance of Figure 6.(b), at times 1, 5,
6, 7 and 10 the total size does not exceed the capacity. Since the
constraint at these five times are satisfied in all assignments of the
clusters, these times can be removed from the instance, thereby,
the reduce operator can also remove c5, resulting in the instance
displayed in Figure 6.(c).

There is a second method by which the reduce operator removes
times from an instance. It is often the case that two adjacent times
have the same cluster. If the two times have the same capacity, then
either time can be removed. In the instance of Figure 6.(c), time 2
and 3 impose the same size constraint as do time 8 and 9. Thus,
time 3 and 9 can be removed from the instance, resulting in the
instance of Figure 6.(d).

The split operator decomposes a problem instance into subprob-
lems that can be solved independently. A split can be performed
between any two adjacent times, t and t’, such that clusters(t) N
clusters(t’) == ¢. In the instance of Figure 6.(d), a split can be
made in between time 4 and 8 resulting in two subproblems: one
comprising times 2 and 4 and clusters c1, c3 and c4; and a second
comprising time 8 and clusters c6 and c7.

In Figure 7, let Size(clusters(t)) be the total required size at time
t - that is Zceqlustemm size((.:). Also let next(t) be the next tim.e
t + 1. The main procedure (Simplify) uses the Reduce and Split
operations for DLDP instance P as shown in Figure 7.

4.3.2 The Conquer Step with the k-way Best First
Search

In the previous subsection the Split procedure divides an problem
instance (P) of DLDP to smaller problem instance (p1,p2....,p1)-
Each p € P is objective of the k-way best first search [10] in con-
quer step. The k-way best-first search is used to search for the
near-optimal cluster ordering in scratch pad memory space. In-
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Figure 6: An instance of DLDP to which the reduce and split operators are applied

Simplify(didp* P){ //P: an instance of DLDP
if(C == empty) then return;

else {
if T>=2 then {
ta= min(T);

while ta != max(T) do {
tb = next(ta);
// time reduction operation
if clusters(ta) == clusters(ip) then {
remove t from T;
for ¢ clusters(t) do
remove t from Lifetime(c);

} else
ta = to;
} //end of while

}

init(ta); //initialize ta to perform split operation
while ta = max(T) do {
to = next(ta);
// problem split operation
if (next(ta) == tv) && (intersect(clusters(ta), clusters(ib)) == empty){
p1 = times{t | t <= ta} and clusters{c | end(c) <= ta}
p2 = times{t | t >= ib} and clusters{c | start(c) >= to}
}
} //end of while
}
}

Figure 7: A procedure of the divide step with simplification
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stead of searching the whole set of cluster orderings (which con-
tains C'! orderings), the algorithm selects the k best clusters in a
sorted manner. This k-way best first search may incur the overhead
of expanding k-1 unnecessary search space, and selection of the &
should be determined with considering time complexity and solu-
tion optimality. Each cluster selection by the search builds a search
tree as shown in Figure 8.

Given split cluster sets

p1 p2
C1 C2 C3 C4 C5 C6 C7 C8
p1 p2
c2 C3 c6 C8
N I
C3 C4 C2 cC4 cC7 C8 C6 C7
e [
C4 C5 c8 C7 C7 C6
N
c5 C1 C4 cC1
I N
C1 C5 C1 C4

Figure 8: A search tree example with k=2

The search algorithm stores at each node the maximum benefit
and the minimum benefit on the objective function for the DLDP
instance.

DEFINITION 3. Metric for searching

Benefitpax = maZeechitaren(e) (currentyax (c')

+child(c, c'))

Bene fitmin = mMine cchidren(e)(currentarrn (c')

+child(c, c'))

where child(c, c’) is the sum of the benefits of the cluster assigned
in moving from node c to node c’,and children(c) is the set of nodes
that are children of c.

The search scheme repeatedly (1) selects an unobserved clus-
ter, (2) observes the cluster and then creates its £ number of chil-
dren, and (3) propagates new max and min benefits by Definition 3
through the tree and uses these benefits to select the k clusters. It
performs this sequence of three stages until the tree contains no
nodes to observe. Notice that whenever a cluster is observed its k
children are immediately created, producing a search tree. Thus,
the search tree’s new leaves are always the children clusters which
have the k-highest benefit. Let us now consider the three major
steps in more detail.

The first step is that find the node to process next. The k-way best
first search selects leaves clusters by descending the search tree,
starting at the root and taking the children with the k-highest bene-
fits at unobserved clusters. Our implementation orders the children
from left to right so that their benefits are non-decreasing with a
priority queue.

The second step is that processes and expands the node. For each
of these unobserved nodes, max and min benefits on its objective
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function is obtained. In the case of the node to observe a child node,
an unobserved cluster is chosen to branch on, and its & children
nodes are created, the highest one in which the cluster is recorded
as a solution. Created k nodes are then processed and expanded in
the same way.

The third step is that propagates the new benefits and prunes the
tree. Starting at the nodes just created and working up the tree
to the root, the value of the max benefit and the min benefit are
updated for each node. As this stage assigns and reassigns benefits,
it checks to see if any node has one child whose the max benefit
does not exceed the min benefit of the other child. In such a case
the cluster of max can be no better than that of the cluster of min,
so the cluster of max and all its descendants are removed from the
tree.

Finally, this search procedure produces a placement of cluster
ordering as a near-optimal solution. The ordering is sequentially
mapped to address of the SPM.

4.4 Code Generation

After our method determines the layout of the array elements in
SPM, our tool transforms a given code into a code to implement
the desired memory allocation and transfers. Code generation in
our approach involves changing the original code in three steps.
First, for each original array in the application (e.g., array) which
is moved to the scratch-pad during lifetime(c), where ¢ € clusters
C, the compiler declares a new array buffer (e.g., spm_array) in
the application corresponding to the copy of array in the scratch-
pad. The original array array is allocated to main memory. By
the same way, the compiler can allocate array and spm_array to
different address regions in memory. These regions later should be
mapped to different physical memories (main memory and SPM).
Second, the compiler replaces array references by the statements
that address SPM buffer if the buffer holds a copy of the data re-
quested. Third, data-transfers between main memory and SPM are
inserted at certain program points, to evict some data elements and
copy others, as decided by the placement selection procedure.

Since the SPM buffers of data elements (declared above) have
limited lifetimes, our approach is developed to a dynamic method.
As a consequence, different clusters with non-overlapping lifetimes
may have overlapping offsets in the scratch-pad address space. Fur-
thermore, a single cluster may be allocated to the scratch-pad at dif-
ferent addresses at different times. Clearly, there is a need for addi-
tional code that maps the iteration number into SPM address space
offset. This can be easily accomplished by using a table of address
map, as shown in Figure 9. The map table is used for mapping from
an iteration number to corresponding an element in SPM buffers.
To build this table, two intermediate tables are necessary. We refer
to these intermediate tables as address lookup tables. These lookup
tables are temporarily created by our code generator based on array
access footprint, and linker uses these tables in order to build the
address map table. The lookup tables in Figure 9 are implemented
by a sorted associative container that associates an iteration number
of type key with an array index of type data and an array index of
type key with SPM buffer address of type data. Using these tables,
linker builds an address map table onto SPM in order to translate
each iteration number to scratch pad memory address for correct ar-
ray accessing. Next section explains a table construction procedure
in detail.

4.4.1 Construction of an address map table

Memory access footprint generated by profiling is essential in-
formation in constructing an address map table, since it affects
correctness and efficiency of the table. In the table construction



for(i=0; i<100; i++)
for(j=0; j<100; j++)
for(k=0; k<4; k++)
altx[i][k]]..

Moving iterator : # of iteration

Profiling

Fixed iterator : *(don’t care)

Intermediate lookup table

o
o Memory Loop
g 0 access iterators | 0,%,1 | 0,%,2 | 0,%,3 Address map table
% 1 BY B footprint (i.j.k) 'tLoct)D oetlorz]ons
) iterators *, * %,
22 ] ] Array index 1 2 3 > (1K)
>
2 3 ] ] Szzﬂd?e“sﬁ:' 1252 | 1256 | 1260
<
DLDP
01230123 Solver

Loop lteration space

Intermediate lookup table

Find corresponding

loop iteration with
Array index 1 2 3 SPM buffer address
SPM buffer | 4o55 | 1256 | 1260
address

Figure 9: The table construction procedure

process, the most important concern is size efficiency. To mini-
mize table size, it needs to eliminate unnecessary information in
the table. Initial lookup table records all iteration numbers on a
given loop, but some loop iterations do not participate in array ac-
cessing. To classify these iterations, it needs a method to classify
iterators to participation group and non-participation group in array
accessing represented in a given array reference function. We call
the non-participation iterators to fixed iterators, since they iterate
array access trace generated by participation iterators. Hence, we
can eliminate those iterations generated by fixed iterators in the ad-
dress map table records. To achieve this, we use similar concept
described in [15] that loop iterators are classified into two groups;
moving iterator and fixed iterator. We extract array access trace
of moving iterators, and build lookup tables based on the memory
trace. Then, the map table can record necessary information only.
The table building procedure is as following.

e Obtain array access footprint through profiling

o Classify loop iterators into two groups and extract array ac-

cess footprint of moving iterators from the profiling results

Build a first lookup table which has two entries :
iteration numbers and corresponding array indexes

moving

Build a second lookup table which has two entries : array
indexes and corresponding SPM bufter addresses

Build a map table which has two entries : moving iteration
numbers and corresponding SPM buffer address

Figure 9 shows the building procedures. There are five steps.
The first step is to identify array reference function. The function
includes a part of iterators or the whole of iterators on a given loop.
All the iterators used in a loop hierarchy are split into two groups:
moving iterators (M) and fixed iterators (F). To determine this clas-
sification, iterators should be added one by one to a set M of moving
iterators as long as the following property remains true:
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All iterators [ in a given loop
All iterators I’ used in an array of reference function R

Fixed iterators F = [ — I’

Moving iterators M = I N T’

where a reference function is consisted with iterators M, a
given loop nests is consisted with loop iterators M + F'

if(900<i<5000){

[ ...= S[i1"(spm_a[mapli]]);// third cluster of array a

} .(;Ise {

--= S[IM@l((-1)*(n-i-1) + inva[tx[i]]) %b]);
1
SPM
| b |
s I ma ] e
‘ Spm_a ‘ Iteration number |  SPM address
0x1008
‘ spm_a ‘ Map_a ﬁﬁ> 6 X o
<‘ Linker )
Lookup table

Figure 10: An address mapping operation

This classification for loop iterators is necessary in our approach.
It allows easy determination of the repeating addresses in the ad-
dress footprint of the accessed array elements between iterations of



moving iterators when the fixed iterators do not change their val-
ues and the moving iterators are iterating over their complete loop
bounds. This allows keeping the reused array element index effi-
ciently during iteration over fixed iterators since it does not affect
to addresses of accessed array elements. Therefore, the table entry
is consisted with moving iterations only, not fixed iterations.

The third step is construction of first lookup table. The first
lookup table has two entries that are loop iterations of moving it-
erators and the corresponding index of array elements. Each en-
try is extracted from memory access footprint shown in Figure 9.
The fourth step is construction of second lookup table. The second
lookup table has two entries that are array index of corresponding
array element and its address of SPM. The SPM address is decided
by DLDP solver. The output of DLDP solver has two entries: array
index and its SPM address. By the solution of DLDP, the second
table can be built. Finally, an address map table is consisted with
moving iterators and addresses of SPM buffer without the array
index entry, since array index information does not necessary in
address mapping process in run time.

Figure 10 shows address mapping operation with the final ad-
dress map table. The final table bridges an iteration number to
a corresponding SPM element’s address. By the table, iteration
number can be easily replace into correct SPM address. The size
of the initial address map table is the same as the lifetime duration
of the clusters selected by DLDP solver. The use of the mapping
tables may incur large memory space overhead. Fortunately, the
size can be compressed by hashing for redundant elements of SPM
addresses. To compress the table by hashing, hash key should com-
pletely distinguish different SPM index into corresponding loop it-
erations. For our benchmarks, the average size of the table was
relatively small (only about 5% of the SPM data) as shown in Ta-
ble 2.

S. EXPERIMENTAL RESULTS

One of the goals of our experiments is to compare our approach
for the scratch pad memory based subsystem management against
a traditional cache based memory subsystem for their ability to ex-
ploit data reusability of the data accesses in a number of multime-
dia, communication, and encryption applications. We also study
the overheads incurred in using our approach.

We have created a tool that implements the described technique.
We have used a Pentium 4 workstation for profiling purposes. The
SimpleScalar simulator [4] has been used for obtaining the num-
ber of misses for cache and measuring runtime. We have used the
CACTI model [24] for energy estimation of both the cache and
scratch pad memories at 130nm technology.

Table 1: Benchmarks used in experiments

‘Programs‘ VITERBI RS PANAMA ‘ AIFFTR ‘ IDCTRN

Error-correction
for storage and
communication

Error-correction
for
communication

Inverse Discrete
Cosine Transform

Fast Fourier
Transform

Encryption for

Description stream data

The experimental input is a set of full codes obtained from EEM-

BC [29], and other industrial applications with (4K-93K) data stream.

Table 1 lists benchmarks used for our experiments. The tool has
provided us with the code versions that implement necessary data
transfers between the scratch pad memory and the main memory
for the selected clusters.

We have examined the effect of using a scratch pad memory on
the reduction of traffic to main memory as well as on the energy
spent in the memory subsystem. The comparison of the scratch pad
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based memory architecture has been made against a system having
a direct mapped data cache of the same size (1-4KB). The goal is to
evaluate the energy efficiency of our software steered data reorgani-
zation approach compared to that one implemented by a hardware
cache controller i.e., with the LRU replacement policy. The sizes of
the scratch pad memory and the cache have been selected to be the
closest values that are powers of two while being greater or equal
than the buffer size required in the scratch pad configuration. The
cache line size has been selected to be the minimal allowed by the
simulator [4] (8 bytes, which is 2 data elements in all benchmarks).
In this way, we compare solely how well is the data reusability of
the data exploited without considering spatial locality issues.

The energy savings when using scratch pad in comparison with
cache are coming from two sources. First, a scratch pad memory
consumes less energy than a cache of the same size per one access
(about two times less for direct mapped cache [24]). Second, it is
possible to make the more optimal data placement decisions for the
scratch pad memory compared to that ones made according to the
LRU policy of the cache controller, which results in less accesses to
the main memory for all studied cases. In our experiments we have
used a relatively small off-chip memory and have not accounted for
the energy dissipation in the off-chip buses due to limitations of the
used energy model [24]. As we can see from Table 2, the scratch
pad based memory subsystem consumes 21% to 48% less energy
than the system with a cache of the same size. We also estimate
the amount of address mapping table size needed to perform the
described in Section 4.4. On average the size of address tables is
92 bytes. It is about 5% of the total data in the SPM.

6. CONCLUSION

We developed a profiling based strategy to efficiently use soft-
ware controlled on-chip memory in memory hierarchies of embed-
ded systems. Our technique is geared towards array-intensive ap-
plications that expose irregular accesses patterns. The new strategy
identifies data elements to be mapped to SPM with fine granularity
and derives an energy and performance-efficient layout of data in
on-chip memory. Experimental results obtained with our tool show
that we are able to achieve 36% energy reduction compared to a
cache based system.
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