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Abstract— Circuit–level simulation of 16 modulators is a time–
consuming task (taking one or more days for meaningful results). While
there are a great variety of techniques and tools that speed up the simula-
tions for discrete–time (DT)16 modulators, there is no rigorous methodol-
ogy implemented in a tool to efficiently simulate and design the continuous–
time (CT) counterpart. Yet, in todays low–power, high–accuracy and/or
very high–speed demands for A–to–D converters, designers are often forced
to resort to the use of CT16 topologies. In this paper, we present a
method for the high–level simulation of continuous–time16 modulators
that is based on behavioral models and which exhibits the best trade–off
between accuracy, speed and extensibility compared to other possible tech-
niques that are reviewed briefly in this work. A user–friendly tool, imple-
menting this methodology, is then presented. Nonidealities such as finite
gain, finite GBW, output impedance and also nonlinearities such as clip-
ping, harmonic distortion and the important effect of jitter are modeled.
Finally, experiments were carried out using the tool, exploring important
design trade–offs.

I. I NTRODUCTION

A very popular and efficient way to perform A–to–D conver-
sion for a wide range of applications is16 modulation [1]. Due
to the oversampling nature of16 modulators, a large number
of clock cycles are needed for one output sample [2]. The long
CPU times needed to simulate these modulators with a circuit–
level simulator has led to the use of high–level (behavioral) sim-
ulation to speed up the analysis ([3], [4], [5]) and even the syn-
thesis ([6], [7]) phase. All these efforts have, however, been
concentrated on the discrete–time case. The continuous–time
case has been the focus of much less attention [8]. Nonetheless,
designers often need to resort to the use of CT modulators, espe-
cially for low–power [9], high–accuracy and/or high–bandwidth
applications [10], [11]. More information on the pros and cons
of CT versus DT modulators can be found in [8].

None of the DT tools presented up till now, however, can han-
dle the CT case. This paper addresses the lack of high–level sim-
ulation tools for CT16 modulators. To this end, we first survey
and compare different techniques (section II). One method will
then be selected that offers the best trade–off between simula-
tion speed, accuracy and the feasibility to implement additional
nonidealities. The selected methodology will be elaborated in
section III. In section IV, an overview is given of both linear and
nonlinear nonidealities that have been modeled. In section V, a
discussion of a full–custom tool is presented that implements
the chosen methodology in a very user–friendly way. Moreover,
postprocessing and graphical visualisation are all seamlessly in-
tegrated in the tool, making it – to the best of our knowledge
– the first one of its kind presented in open literature that ad-
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Fig. 1. A first–order CT16 converter.

dresses CT16 modulators.1 Of course, successful CT modu-
lators have been implemented on chip [12], but these rely more
on ad hocmethods. Using the developed tool, experimental re-
sults are then demonstrated in section VI. Finally, in section VII,
conclusions are drawn.

II. H IGH–LEVEL SIMULATION OF CT16 MODULATORS

As already mentioned, circuit–level (SPICE) simulation of
16 modulators is too time consuming in most practical cases.
Especially in the case where parametric analyses (sweeps) are
needed or when a complete synthesis loop is performed, a more
efficient alternative needs to be found. Of course, this can be
realized in different ways and different methods will show a
different trade–off between the various performance metrics of
concern. The most important metrics are simulation speed and
accuracy. In addition, the extensibility of the method to include
new nonidealities is also an important factor. In the following
subsections three approaches are presented and compared that
tackle this problem of extremely high (circuit–level) simulation
time by increasing the abstraction level at which the circuit is
simulated (see also [13]).

A. Network approach

In the network or macromodel approach the modulator is re-
placed by an electrical network that models its behavior. From
this network, it is then possible to derive the differential equa-
tion:

dx(t)
dt

= f[x(t), u(t), y(t)] (1)

y(t) = g[x(t), u(t)] (2)

which can then be solved numerically (using time–marching
methods). Thex, u and y symbols represent the state vector,
input and output of the modulator. This method has the disad-
vantage that a lot of calculations have to be done within one sam-
pling period. Of course, the simulation is faster than a circuit–
level simulation. Still, most dominant nonidealities can be mod-
eled (e.g. finite gain and transconductance of the OTA, excess

1See also: [8]: “... but to our knowledge there is no CT16 equivalent of a
program like TOSCA.” ([3]).
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TABLE I

COMPARISON OF DIFFERENT SIMULATION TECHNIQUES.

Method
Network approach Behavioral model DT Equivalence

Simulation speed slow fast fastest
Simulation accuracy highest high low
Extensibility high reasonable low
Available signals all signals in 1 period all sampled signals in/output quantizer

loop delay, clock jitter, ...) and also implemented without too
much difficulties.

B. Behavioral model

A second approach is to view the modulator as a system im-
plementing a set of mathematical equations. This leads to a be-
havioral model of the modulator and its nonidealities. For the
first–order system of figure 1 for instance, this gives:

x(kT ) = x((k−1)T )+
1

T

∫ kT

(k−1)T
u(τ ) dτ−

1

T

∫ kT

(k−1)T
y(τ ) dτ

(3)
The simulation speed of this approach is comparable to the
simulation of DT modulators. Of course, there is some speed
penalty due to the calculations of the integrals, but this can be
kept minimal if they are calculated analytically instead of nu-
merically. With this approach sampled versions of both output
and internal state variables are obtained.

C. Equivalent discrete–time model

Yet another approach is based on the fact that the clocked
quantizer of a CT modulator implies that a discrete–time equiv-
alent exists in such a way that the quantizer input is equal in both
CT and DT cases on the sampling instants. There are two meth-
ods to derive the filter transfer functionH(z) of the equivalent
DT modulator. In theempirical variant, one states that:

X (z) = G(z)H(z)U (z)− H(z)Y (z) (4)

with G(z) a prefilter, X (z) the quantizer input andU (z) and
Y (z) the input and output respectively. For a number of clock
cycles, one of the above simulation approaches is used (e.g. the
network approach as in [13], or even a circuit–level simulation).
Using a least–squares approximation, a best–fit difference equa-
tion is then calculated. This can then be used in one of the
available DT simulators. A big disadvantage here is the lack
of a straightforward way to find the right terms to include in the
best–fit difference equation [13].

In the mathematical approach, the impulse–invariant trans-
formation is used ([14], [8]):

H(z) = Z
{
L−1

{
H(s) · HD AC (s) ·

(
∞∑

k=0

δ(t − kT )

)}}
(5)

whereZ andL are the Z–transform and Laplace–transform re-
spectively andHD AC (s) is the transfer function of the D/A con-
verter in the feedback path of the CT16 converter.

Both of the DT equivalence methods share the impossibility
to model certain important nonidealities (e.g. clock jitter) with
sufficient accuracy.

D. Comparing the approaches

To summarize this section, table I lists the various alterna-
tives to circuit–level simulation of CT16 converters together
with their impact on key simulation issues. As can be seen, the
network approach gives the best accuracy, although this is also
dependent on the integration method, but has the lowest speed.
The DT equivalence method is the fastest (with a dependency on
the chosen method for the initial samples and their number), but
offers less accurate results and is unable to cover some important
nonidealities. A very nice trade–off is offered by the behavioral
model approach. The simulation speed is comparable to that of
discrete–time simulators and most important nonidealities can
be implemented (see section VI). This is the reason why we
chose to implement this method in our simulator. Furthermore,
all the sampled signals are available, which gives insight in the
integrator output swings.

III. OVERVIEW OF THE PROPOSED SIMULATION APPROACH

The transfer function of an ideal integrator in the frequency
domain is given by:

I =
K

s
(6)

whereK is the integrator gain (e.g.gm/C). In the case of lin-

ear nonidealities this transfer function can be changed to e.g. a
second–order one:

I = K̃
s − z

(s − λ)(s − µ)
(7)

Here, we have 2 poles (λ andµ) and one zero (z). When the
integrator approaches an ideal one, we haveK̃ ≈ K , λ ≈ 0,
µ ≈ −∞ andz ≈ ±∞.

To implement the behavioral model approach, we need a set
of equations in the time–domain that permit to calculate the out-
puts of the integrators at each sampling moment based on the
modulator input and the previous integrator outputs. A second–
order model can be described in the time domain in a generic
way with two state variables (w(t) and q(t)) and one output
variable (x(t)). For the first integrator (with polesλ andµ and
with two input signalsi1(t) andi2(t)) the following set of equa-
tions can be derived:[

w(t)
q(t)

]
= A(t)

[
w(t0)
q(t0)

]
+ B


E i1
λ,0(t)

E i2
λ,0(t)

E i1
µ,0(t)

E i2
µ,0(t)


x(t) = r0w(t)+ r1q(t)+ r2i1(t)+ r3i2(t) (8)
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Fig. 2. Example of a second–order modulator model where the opamps have a
finite gain.

whereA describes the influence of the states att0 on the states
at t of the first integrator:

A(t) =
[

a0 b0
f0 g0

]
eλ(t−t0) +

[
a1 b1
f1 g1

]
eµ(t−t0) (9)

andB describes the influence of the inputs:

B =
[

c0 d0 c1 d1
h0 m0 h1 m1

]
(10)

and where the functionE f
λ, j (t) is defined as:

E f
λ, j (t) =

∫ t

t0

(t − τ) j

j !
eλ(t−τ) f (τ ) dτ (11)

One can now map a specific integrator model including certain
nonidealities to these generic coefficients (ai , bi , · · · , hi ,mi )
and to the poles (λ andµ). For a number of models this map-
ping has been coded symbolically. Given the values of finite
gain, output impedance, . . . , the tool automatically calculates
the corresponding coefficients. For other models the user has
the possibility to define the coefficients himself/herself. Simi-
lar expressions can be derived for a system withn integrators
(n: 2, 3, . . . ), be it that the states of all integrators depend on
the states and inputs of the preceding sample. Given a certain
topology, one can calculate which combination of the (generic)
coefficients must be used to derive these dependencies. For a
number of topologies this is already coded.

As an example, the following equations describe a second–
order modulator (see figure 2) where the opamps have a finite
gain (A0, A1) and the D/A pulse is ideal (ranging fromαT to
βT , 0 ≤ α < β ≤ 1, T = sampling period). The states of the
system are represented byx0[k] andx1[k].

x0[k] = a0
0 x0[k − 1]eλT

+ c0
0 E

u
λ,0[k] + d0

0 E
v
λ,0[k] (12)

x1[k] = a1
0 x1[k − 1]eλT

+ a0
0 c1

0 T x0[k − 1]

+ c0
0 c1

0 E
u
λ,1[k] + d1

0 E
v
λ,0[k] + d0

0 c1
0 E

v
λ,1[k] (13)

with u(t) the system input,v(t) the feedback signal and the fol-
lowing definitions:

a j
0 = 1; c j

0 =
gm j

C j,eq
; d j

0 = −
k j

C j,eq
; others : 0 (14)

where the superscript of the coefficients denotes the integrator.

C j,eq = C j
(1+ A j )

A j
(15)

λ = −
ggm0 + gk0

(1+ A0)C0
= −

ggm1 + gk1

(1+ A1)C1
(16)

with ggm andgk the output conductance of thegm andk blocks
respectively. Also note that we made no assumptions about the
filter type (lowpass or bandpass) in our methodology. However,
the previous derivations were presented for lowpass filters.
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Fig. 3. Gm–C (a), OPAMP–C (b) implementations of the integrator and an
example of a Gm–C macromodel (c).

IV. I MPLEMENTED NONIDEALITIES

All major nonidealities are incorporated in the current version
of the tool. The next three subsections give an overview of the
implemented linear and nonlinear nonidealities, as well as jitter.
Experimental simulation examples are presented in section VI.

A. Linear nonidealities

For the integrators, we have included several linear nonideal-
ities, including finite gain, finite GBW, output impedance, para-
sitic capacitances, etc. Moreover, we have implemented mod-
els for different integrator types, namely Gm–C, OPAMP–C
(see figure 3), OTA–C and current integrators. This list can,
of course, be extended. The user can also plug in his own mod-
els by mapping them to the generic coefficients as shown in the
previous section. All linear nonidealities can easily be included
in the models.

Also, thermal noise and basic comparator nonidealities (off-
set, hysteresis) are covered. Moreover, any kind of DAC feed-
back pulse (ideal, finite rise and/or fall time) can be included
using the behavioral modeling approach we have implemented.

B. Nonlinear nonidealities

Not only linear, but also nonlinear effects can be taken into
account with the proposed method. This is not possible when
using the discrete–time equivalent.

B.1 Clipping

The effect of clipping (finite output swing of the integrators)
has been implemented as follows. Whenever the calculated volt-
age at the output of an integrator exceeds the maximum output
swingVmax at a certain sampling instancetn , the following cal-
culations are done (see figure 4). First, the time instance (be-
tween two sampling moments) where the integrator output volt-
age reaches the clipping level is estimated. This value,t ′cross , is
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Fig. 4. Handling of integrator clipping.

based on a linear approximation as follows:

t ′cross =
Vmax − vn−1

vn − vn−1
· (tn − tn−1) (17)

The real voltage at this timepoint,v′cross , is then calculated by
integrating betweentn−1 andt ′cross . The error, being the differ-
ence between the calculated value andVmax , can be kept smaller
than a maximum allowed relative error percentage by iteratively
repeating the calculation of(t ′cross, v

′
cross). The state vector is

then stored in samplen. Then, the integrator voltages are calcu-
lated at timetn by integrating betweent ′cross andtn starting from
the previous sample which was temporarily stored in samplen
and the clipping integrator output fixed atVmax . This result is
then the correct state vector, including the effect of clipping, and
is overwritten on thenth sample.

B.2 Harmonic distortion

Harmonic distortion can be induced by several nonlinearities,
most notably a nonlinear transconductance or nonlinear capaci-
tors. To extend the models with the effect of harmonic distortion
due to nonlinear capacitors, an approach similar to [15] is fol-
lowed. Let the voltage–dependent capacitance be described by
a second order Taylor series:

C(v) = C0(1+ a1v + a2v
2) (18)

wherea1 anda2 are much smaller than unity. The currentitot (t)
through this nonlinear capacitor can be calculated by

itot (t) =
d Q(t)

dt
= C0

dv

dt
+ 2C0a1v(t)

dv

dt
+ 3C0a2v(t)

2 dv

dt
(19)

whereQ(t) is the charge on the capacitance at timet . Assume
that the voltage change on the capacitor between two adjacent
samples (tn−1 and tn) can be approximated by a straight line
(v(t) = ρtot t + v(tn−1)). Without the nonlinearity present, the
current through the capacitor would beilin(t) = ρlinC0. This
means that the effect of the nonlinearity can be modeled by an
additional currentinl (on top of the linear currentilin) that is
injected in the capacitor. This current can in a first order ap-
proximation be calculated to be:

inl(t) = itot (t)− ilin(t) = C0ρnl + 2C0a1(ρtot t + v(tn−1))ρtot

+ 3C0a2(ρtot t + v(tn−1))
2ρtot (20)

with:

ρnl = −
2a1+ 3a2v(tn−1)

1+ 2a1v(tn−1)+ 3a2(v(tn−1))2
· v(tn−1)ρlin (21)

w∆T

Trtz

t∆ n+t[n] t[n]+T

TD

Fig. 5. Effect of jitter on the feedback pulse.

The procedure to calculate the influence of this nonideality is as
follows. First, the states and outputs of the system are calculated
assuming the system is linear. Then the extra currents are calcu-
lated (under the assumption that the response of the linear part
can be approximated by straight lines) and the system’s response
to these currents is added to the states and outputs.

A similar procedure can be followed to include other weak
nonlinearities (e.g. due to the nonlinear transconductance).

C. Jitter

Since the derived expressions (e.g. equations (8)–(11)) are de-
pendent on time, the effect of jitter can easily be incorporated
with sufficient accuracy. Different mechanisms of jitter exist
(see figure 5)Sampling jitterhas an effect on both the instant at
which the input is sampled and on the beginning of the feedback
pulse (t [n] +1tn). In general, the feedback pulse can be NRTZ
(non return to zero) or RTZ (return to zero). In the RTZ case,
the pulse widthTr tz equals a certain percentage of the sampling
periodT augmented by thepulse width jitter1Tw.
The feedback pulse can also be delayed by an amountTD, which
can vary by1TD due todelay jitter. All these effects are impor-
tant in CT16 modulator design and are incorporated into our
models.

V. FULL –CUSTOM CT16 SIMULATION TOOL

The developed tool features a fully–fledged user interface and
simulates rapidly due to the simulation strategy explained in sec-
tion III. The simulator was coded in C. We will illustrate the
tool’s usefulness with some examples in the next section. In-
puts to the simulator include topology, sampling frequency, in-
put amplitude and other modulator specifics, but also simulator
settings (e.g. no. of points, decimation, windowing, . . . ). In fig-
ure 6 we show a screenshot of the power spectral density plot of
a simulation with the inputs of table II. The result for this ideal

TABLE II

CHOSEN INPUTS FOR THE EXPERIMENTS.

Parameter Value

Topology CT single–loop, third order
OSR 32 / 48
sampling frequency 50 MHz
input frequency 0.1 MHz
input amplitude 0.33 V
reference voltage 1 V
integrator type OPAMP–C / Gm–C



Fig. 6. An example of a power spectral density simulation.

case is similar to that of a DT16 modulator. One can clearly
observe the noise shaping. The peak represents the input signal
and the vertical line indicates the considered signal bandwidth.
The upper (light-grey) curve is the accumulated noise spectral
density. The resulting signal–to–noise ratio (SNR) is 59.77 dB
which contains the integrated noise in the considered bandwidth.

The time for one simulation including postprocessing (FFT,
visualization) is about 10 seconds. In order to interact with other
tools or simulators, it is possible to control the inputs of the
simulation and to read in the results (ASCII format) for further
processing (e.g. in Matlab). In that way, our tool can be part of
a larger design flow that also addresses other analog blocks.

VI. EXPERIMENTS

In this section, we will use the tool to derive several interest-
ing results. Figures in this section will use the tool’s encapsu-
lated postscript drivers for reasons of picture quality (and size)
as opposed to the screenshot of the previous section. We will
take the same input settings as in the previous section as a basis
(see table II). In the first experiment, a NRTZ (non return to
zero) type of DAC was used, while in the second experiment a
RTZ (return to zero) type was chosen.

A. Experiment 1: Multi–variable sweep

The first example considers the effect of finite gain (1000),
parasitic input capacitance (1 pF), output impedance (1K, 3K
and 10K) and finite gain–bandwidth for the opamps. This last
parameter was swept from 10 MHz to 140 MHz, resulting in the
plot of figure 7.

The top curve is for an output impedance of 10K; the low-
est curve corresponds to a 1K output impedance. Two conclu-
sions can be drawn for this example: first, the output impedance
should be sufficiently high (between 3K and 10K) in order not to
degrade the performance, and secondly, the GBW of the opamps
should be higher than about 50 MHz (where the SNR curves in
figure 7 start to level off). This illustrates one of the major ad-
vantages of continuous versus discrete–time: the requirement on
the opamp GBW is lower. Indeed, for discrete–time topologies
the GBW should be at least 2 to 3 times the sampling frequency
([7]), while for continuous–time16 modulators it can be close
to the sampling frequency.

Transient Simulation - CTsl3 SNR (ideal) = 60

Finite GBW

SNR [db]

0.0E+00 1.6E+07 3.2E+07 4.8E+07 6.4E+07 8.0E+07 9.6E+07 1.1E+08 1.3E+08 1.4E+08
3.0E+01

4.0E+01

5.0E+01

6.0E+01

7.0E+01

Fig. 7. The effect on SNR of a finite opamp GBW for different output
impedances.

B. Experiment 2: The effect of jitter

Here, a Gm–C type of integrator (with a 2–stage OTA for
the gm) and an oversampling ratio of 48 were selected. The
finite gain, the first–stage gain and first–stage GBW were set to
1000, 10 and 1 GHz respectively. The integrator capacitance
was 1 pF. A pulse width of 80 % (of the sampling period) was
chosen for the RTZ DAC. The result in figure 8 shows a sweep
of the pulse width jitter standard deviation from 1E-5 to 5E-3
(relative toT ) for different values of the sampling jitter. The top
two curves are for sampling jitter standard deviations of zero and
1E-3. It is clearly visible that thesampling jitterdoesn’t have a
very big influence when using a RTZ DAC. Only for the lower
curve, which has a relative standard deviation of 1E-2 already,
the sampling jitter has an effect. In this example, the pulse width
jitter standard deviation should be smaller than 0.01 % in order
not to degrade the performance. As can be seen from this figure,
thepulse width jitterhas a large impact on modulators using a
RTZ type of DAC.

C. Experiment 3: The effect of clipping

Figure 9 shows the result of a simulation with the model
of clipping implemented as described in subsection IV-B.1. A
sweep is performed with different settings for the clipping level.
The results are compared to a simulation of a VHDL–AMS

Transient Simulation - CTsl3 SNR(ideal) = 75.05

Pulse width jitter

SNR [db]

1.0E-05 1.0E-04 1.0E-03 1.0E-02
5.0E+01

5.5E+01

6.0E+01

6.5E+01

7.0E+01

7.5E+01

8.0E+01

Fig. 8. The effect on SNR of a pulse width jitter for different values of the
sampling jitter.



Transient Simulation - CTsl3 SNDRpeak(simulated) = 62.05

Clipping level [V]

SNDR [dB]

6.0E-01 7.0E-01 8.0E-01 9.0E-01 1.0E+00
3.0E+01

4.0E+01

5.0E+01

6.0E+01

7.0E+01

Fig. 9. The effect on SNR of integrator clipping. The dashed line is for the
VHDL–AMS simulation.

model (using the network approach decribed in subsection II-
A), where hard clipping is implemented by simply limiting the
allowed output level of the capacitor. The two curves show good
agreement. The VHDL–AMS simulation takes an average time
of about 15 minutes for a single point, where our method needs
only 10 seconds per point, a speed–up factor of about 90.

D. Experiment 4: The effect of harmonic distortion

Figure 10 shows the result of a simulation with a nonlinear
capacitance such as described by equation (18), where a sweep
of a1 is performed. The quadratic voltage coefficientsa2 is set
to zero for this simulation. The results are again compared to
a simulation of a VHDL–AMS model of the same complexity,
but with the nonlinearity implemented as is. This corresponds
to the network approach as stated in section II. The two curves
are in good agreement, validating our proposed method. The
VHDL–AMS simulation takes about 10 minutes for a single
point, where our method needs only 10 seconds, a speed–up fac-
tor of about 60.

All the above experiments show that the tool can produce useful
results that give a designer insight in the required specifications
of the building blocks.

Effect of harmonic distortion (CTsl3) top curve = VHDL-AMS

a1

SNDR

1.0E-04 1.0E-03 1.0E-02 1.0E-01
3.0E+01

4.0E+01

5.0E+01

6.0E+01

7.0E+01

Fig. 10. The effect on SNR of harmonic distortion. The dashed line is for the
VHDL–AMS simulation.

VII. C ONCLUSIONS

Although a wide range of tools are available for the high–level
analysis and even synthesis of discrete–time16 modulators,
there is no efficient alternative for continuous–time16 modu-
lators that can take all important nonidealities into account. Yet,
for low–power, high–accuracy and/or high–bandwidth applica-
tions (e.g. VDSL), designers often have to resort to the use of
continuous–time topologies. Noticing this trend, we have first
given an overview of alternative simulation methods for the ex-
tremely long circuit–level simulations. Following this, a com-
parison and trade–off based on accuracy, speed and implementa-
tion of additional nonidealities was made. The behavioral model
approach was shown to be the best strategy for the development
of an accurate, extensible and fast simulator. We then imple-
mented this method in a user–friendly tool that is (to the best of
our knowledge) the first one for CT16 modulators published
in open literature. Finally, using the developed tool, design–
relevant experiments were carried out, showing the usefulness
of the approach and illustrating the straightforward way of ob-
taining and exploring design trade–offs.
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