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ABSTRACT the instruction set and microarchitecture definition stages. At this

The development of power-efficient microprocessors presents the/€v€l. éven minor modifications to the design may result in sig-
nificant changes to the power-performance characteristics of the

need to consider power consumption at early stages of design, par-

ticularly at the ISA and microarchitecture definition stages, where Processor. To draw a conclusion about the effectiveness of some
the potential for power savings is more significant than at lower- existing or proposed architectural feature, one needs to evaluate its

level stages, and the opportunity for making power-performance effect on the architectural speed of the processor (IPC), its power,
tradeoffs is the largest. Design modifications to the ISA and mi- maximum clocking rate and cost. Certain architectural features that

croarchitecture, however, affect most (if not all) parameters of the |mprovg_ th_e archltecr:ural speﬁ d, may l_)e very t? ostlly |kn terms of
design, including architectural speed, code density, clocking rate POWEr dissipation, whereas others may impact the clocking rate. A

and power. A reliable metric is required to make knowledgeable proper power-performance metric is needed to combine all these

power-performance tradeoffs in this multi-dimensional space. This effects. In order to be useful at ea_rly d_eS|gn phase;, such a power-
paper derives a unified energy-efficiency metric for evaluating ISA performance metric has to deal wittlative changes in the archi- .

and microarchitecture features, which subsumes other commonly_tecwral_ performance of the_processors, ?“‘?h as IPC and dynamic
used power-performance metrics as special cases of a more genlStruction count, and physical characteristics, such as the clock-
eral equation. This new metric is derived based on an analysis of'"9 rate_ an_d power dissipation. If an archltectu_ral_f(_aature _under

a multi-dimensional power optimization problem, and the resulting evaluatlon_lmproves the powe_r-perfo_rmance_ metric, it |s_con5|dered

formula involves only relative changes in the characteristics of a energy-efficienaccording to this metric; that is, it results in a better

processor, enabling its application at the early stages of the design. design point in the power-performance qptimization space.
A number of power-performance metrics have been proposed [5,

7,6,2,11, 12,9, 3, 8], and some of them have been used to com-

Categones and SUbJeCt Descrlptors pare different products on the market. The “MIPS per Watt” metric,
C.1.0Processor Architectureg: General; C.5.3¥licrocomputers]: ~ Which can be reduced to the reverse of “energy-per-operation” [4],
Microprocessors; B.7.Types and Design Stylgs Microproces- has been used for comparing low-end products. It has also been
sors and microcomputers,VLSI; C.Génerall: Modeling of com- used as a power performance metric in the “fixed throughput” mode
puter architecture; C.1.30ther Architecture Styles]: Pipeline [4]. This paper shows that, depending on certain factors, metric
processors “MIPS per Watt” may or may not lead to a power-optimized de-

sign for the “fixed throughput” mode. Furthermore, we show in
section2.1.1that “MIPS per Watt” is a special case of a more

General Terms general formula, derived in this work, that covers both the “fixed

Design, Performance throughput” and “fixed power” modes.
Sometimes the “MIPS per Watt” metric is also used for analyz-
Keywords ing high performance processors, when such a processor cannot be

set to operate at its full speed because its power exceeds the power-
dissipating capabilities of the package. In this case, however, the

power-performance metric can be more accurately expressed as
“MIPS at maximum power” which is substantially different from

1. INTRODUCTION “MIPS per Watt”, as will be shown in Sectidd. 1.20f this paper.

The opportunity for power-performance tradeoffs is the largest  The energy-delay product, whose inverse can be reduced to the

at the early stages of microprocessor development, particularly at‘MIPS square per Watt”, is a more reasonable metric [7] for com-
paring a midrange class of microprocessors. Formulas placing more
emphasis on performance by raising the exponent of MIPS have
also been used for comparing high-end server microprocessors; met-
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ment between architects and circuit designers on the appropriateand the average energy per instructiéndepend both on the archi-
value ofyin the power-performance formu%{?a_tstv [13]. tectural complexity, and the supply voltage Then, the processor
In this paper, we derive a new metric that combines relative performanceP on the given benchmark suite can be expressed as
changes in the architectural speed, dynamic instruction count, av-follows:
erage energy dissipated per executed instruction, and maximum f(&,V)1(§)
clocking rate of the processor, resulting from design modifications P(E,v) = W (2
at the architectural and microarchitectural levels. This metric will
allow designer to evaluate the energy-efficiency of architectural The expression for power dissipatidf(§,v) depends upon the im-
features before making them part of the design, and to compareplementation details of the processor. We will consider two ex-
architectural alternatives in the power-performance design space. treme cases: ideal clock gating and free-running clock implemen-
The organization of the paper is as follows: Sections 2 derives tations, and a more realistic case of partial clock gating.
the energy-efficiency metric for three types of processor implemen- .
tations: ?é/eal clockygating, free runniynpg clocﬁ)(, and partiaFI) clock 2.1 Ideal Clock Gatmg
gating. Section 3 considers the effect of technology characteristics Under an ideal clock gating model, the only resources that dis-
and circuit style on the derived metric. Section 4 gives examples of sipate power are those accessed by executed instructions, and all
applying the metric to evaluate the energy efficiency of some archi- unused hardware is gated-off, using the finest-grain clock gating
tectural features. Section 5 discusses the limitations of the derivedmechanism or some sort of transition barrier mechahison a

metric and summarizes the paper. combination of both. In this case, the average power is directly
proportional to the average number of instructions executed per cy-
2 POWER-PERFORMANCE cle and the average energy dissipated per completed instruction:
OPTIMIZATION W(E,v) = f(EVI)E(E,V), ©)

Consider the problem of optimizing the power-performance char- whereinE is the average energy per executed instruction, as defined
acteristics of a processor in the space of two variables: architec- above. Notice that if expression 3 is applied to a speculative issue
tural complexity and power supply voltage. To allow a mathe- processor, then the energy dissipated by instructions from mispre-
matical analysis of the problem, we introduce a discrete variable dicted paths that are fetched, and possibly executed but not com-
¢ that represents a measure of the architectural complexity of a mitted, has to be included i&.
processor. The domain of this variable can be defined by order-
ing all possible architectural alternatives, and assigning a numeric 2.1.1  Constant-Performance Optimization
value to each of them. Then, any architectural modification to the  |n this subsection we consider the problem of minimizing the
processor results in an increment or decrement in the valde of  average power dissipation, given a performance requirerRent,
Examples of variations in architectural complexity include the ad- const. The designer is allowed to modify the architecture (both ISA
dition of instructions to the ISA, modifying the definitions of ex-  and microarchitecture) and adjust the clocking rate of the proces-
isting instructions, or, at the microarchitecture level, changing the sor, by changing the power supply voltage within certain limits,
pipeline latency, adding or removing hardware functionality such  to satisfy the performance requirement at minimum power dissipa-
as bypasses, functional unit, access read or write ports to varioustion. This sort of optimization problem is typical for the design of
structures, changing the width of the datapath, and so on. We will jow-power microprocessors, application specific, real time proces-
treat the architectural complexity as an independent variable in the sors and DSPs. In mathematical terms, the problem of power mini-
optimization process. mization can be reduced to the problem of minimizing the function

Power supply voltage will be treated as the second indepen-  W(g,v) in the space of two design variabesndv, under the con-
dent variable in the optimization process, based on the assumptionstraintP(£,v) = const. If we use finite difference notation for the
that, to achieve the desired power and performance characteristicsdiscrete variablé,
the power supply voltage can be set to any value from the range
for which the technology is qualified. Then, the performance and AFEV)
power characteristics of a processor can be viewed as functions of VAN
the independent variablésandv, wherev is a continuous an§ is
a discrete variable:

_FE+ALV) -FEV)

e : @

\

whereinF (&, V) is any function of variable& andv, involved in the
analysis, and neglect the second-order terms, then the constraint

dynamic instruction count N =N() condition can be expressed in differential form as
architectural speed (IPC) I =1(¢)

maximum clocking rate f=1(&v) %; AT+ %AV =0, (5)
energy per istruction E=E(,v) @) v

whereAv is the adjustment in the supply voltage needed to com-
pensate for performance loss or gain, resulting from the architec-
tural modification/A&.

Here, and in the remainder of the paper, we neglect the second-

order terms of the forn%% (Av)? and SR A& Av, whereF is any

In these and all following formulagy is the total number of dy-
namic instructions executed on a given benchmark suite;the
average number of instructions completed per clock cycle by the
processor, calculated on the same benchmark dhite;the aver-
age energy per instruction, calculatedeas- 5; wiE;, whereE; is o ) . NIV,
the average energy dissipated on the execution of instruictiom function involved in the analysis, suchas P, f, I, N. Thus, all
the instruction set, ang; is the normalized dynamic frequency of formulas and conclusions in this section are only valid for ‘small’
the corresponding instructions in the benchmark suite. To afirstap- 1ansition barriers are placed before functional units (FU) to pre-
proximation,N andl depend only on the architectural complexity  vent switching in unused FUs, or portions of FUs without the over-
&, and are independent of the supply voltage. The clocking fate, head of duplicating the operand latches.




variations to the architecture, such that the resulting relative incre-  Substituting (11), (12) and (10) into (6), and grouping terms in
ments in all involved functions, and in their derivatives, are small front of the partial derivatives, we arrive at the following criterion

(4F «1, AF'T_' < 1) and relative changes in the supply voltage, for energy efficiency:
y, needed to .compensate_f.or the performance loss cirvgain, result- E, Af E, Al AE R +Ey AN o a
ing from architectural modification& &, are also small, 5~ < 1). R TAE|, RIAE ' EAE, R NAZ

Implications arising from these assumptions are considered in sec-
tion 5. The increments of all quantities in (14) appear in relative form
Under the above assumptions, the problem of establishing the and, thus are dimensionless. This feature makes this formula easy
energy efficiency of a particular modification to the architecture, t0 use as a negotiation basis between architects and circuit design-
AE can be reduced to that of finding a relation between relative ers. For example, iE, = F, = 2, then if some microarchitectural
changes in processor characteristics in (1) for which enhancement (say adding a bypass) increases the average energy

AW AWl oW avl
AE TONE v AL '

P=const

(6)

P=const \

Using (2) and (3) and the assumptions stated above, we can cal
culate the finite differences and partial derivatives in the constraint
formula (5) as follows:

AP LATL AL BAN
AE|, ~ NAE|, NAEL NZAL’

P 1af IR

N~ Nov N ®)

whereF, is the dimensionless partial derivative of the maximum
clocking rate with respect to the supply voltage,

vof
=13 9)

The value ofF, can be estimated empirically for a selected tech-
nology, supply voltage and the selected circuit style. To evaluate it,

the designer can simulate the dependence of the delay through the
hardware blocks that are expected to be on the critical path upon the

supply voltage. Examples of the evaluationFpfare considered in
the next section.

Substituting expressions (7) and (8) into the constraint condi-
tion (5), we arrive at the following expression for the ratio of finite
differences/Av and A& subject to the constraift(§,v) = const:

Ay
A&

_ v Af| v Al v AN
P:COHSti va AE v FVI AE FVN AE .

The remaining terms in the energy-efficiency formula (6) are cal-
culated as follows:

(10)

AW Af Al AE
e T L R 11
e |, T e, TR Y A, (1)
ow IEf
e T(Ev+ R), (12)

whereE, is the dimensionless partial derivative of the average en-
ergy dissipated per instruction with respect to the supply voltage,

_vee
T Eov’
The value ofE, for CMOS circuits is typically close to 2, since

Ev (13)

per instruction by 5%, and potentially increases the delay on the
critical path by 2%, without any effect on the dynamic instruction
count, then it will be energy efficient only if the resulting increase
in the architectural spedds at least 7%. More examples on using

the derived energy efficiency criterion are given in Section 4.

For some combinations of the valueskf andF,, the derived
energy-efficiency criterion can be viewed upon as a differential
form of one of the conventional power-performance metrics. For
example, ifE, = 2 andR, = 1, then (14) is reduced to
Af Al AE AN

R S VR

which is a differential form of the well-known “MIPS-cube per
Watt” formula, S= ng Ls'z assuming relations (2) and (3) for
performance and power hold true. Indeed, according to the “MIPS-
cube per Watt” metric, processor A with the “MIPS-cube per Watt”
rating S= S, is considered a better design point than processor
B with the “MIPS-cube per Watt” ratings = S if and only if
Sa— S8 > 0. If we denote\f = fy — fg, AE =Ep—Eg, AN =

Na — Ng, andAl = I — Ig, then the inequality can be re-written as

(10 (12 (0052 (1 8) o

14+ —

+ fB Ng
If all A’s are sufficiently small, then the above expression is equiv-
alent to (15) to the accuracy of the second-order terms.

Similarly, if E, = 2 andR, = 2, then the energy-efficiency crite-
rion (14) is reduced to

-2 (15)

Af Al AE ZAN 0

R =R VI

which, in a similar way, can be shown to be equivalent to the dif-

ferential form of the “MIPS-square per Watt” metric, provided that
all assumptions stated earlier hold.

Finally, if i, > Ey, (14) is reduced to

AE AN
E N
which, under the same assumptions, is equivalent to the differential
form of the “MIPS per Watt” metric. Therefore, the “MIPS per
Watt” metric that is commonly used for power analysis under the
“fixed throughput” mode [4] leads to an energy-optimized design
only if R, > Ey.

Thus, the “MIPS per Watt”, “MIPS-square per Watt”, “MIPS-
cube per Watt”, and other similar “MIPS to the poweygfer Watt”
metrics are special cases of the energy-efficiency criterion, derived
in this paper. Advantages of the new metric are its generality and

an

+ <0, (18)

the energy of the charged capacitance is proportional to the squarehe ability to calculate the parametgifor every particular case,

of the supply voltagek = CTVZ A more accurate estimate for the
value of Ey for a selected technology and circuit style can be ob-
tained by simulating representative circuits over a range of supply
voltages. Examples of the evaluation &f are given in the next
section.

taking into account technology and circuit characteristics.

2.1.2 Constant-Power Optimization

The energy-efficiency formula (14) appears to be also valid for
the reverse problem of performance maximization, subject to the



ow Ef

constant power constrainy = const. To show this, let us as- — = —(E/+FR). (24)
sume that, similarly to the previous case, the designer is allowed ov A
to change both the architectural complexgtyand the power sup- Repeating the analysis for the constant-performance power op-

ply voltagev to achieve the maximum performance, while keeping  timization in subsectio®.1.1, we arrive at the following energy-

the average power at the required level. This optimization goal is efficiency criterion:

typical of the high-performance microprocessor design targeted at

achieving the highest performance, without exceeding the power

budget set by packaging. B ﬂ _ F""‘E"ﬂ AE R +Ev AN
To achieve this goal, the designer needs to evaluate if a particular R fAL, R IAE  EAZ], R NAE

modification to the architecture will result in higher performance, It is easy to verify that, for the free-running clock implementa-

assuming that the clocking rate will be adjusted to meet the power tion, the constant-power optimization, described in subse&idn2

budget and the power supply voltage will be adjusted accordingly, |eads to the same formula (25).

to enable the processor hardware to operate at the desired clocking Compared to the corresponding expression for the ideal clock

rate. _Then, the optimization problem can _be formulated in math- gating implementation (14), formula (25) has a larger weight in
ematical terms as the problem of maximizing the functgg, v) Al

) . . . front of th rm>=. This i n n f th mption
in the space of two design variablésandv, under the constraint ont of the te S IS a consequence of the assumptio

AgT i )
W(E,v) = const which, under the assumptions stated earlier, can bethat the average power is independent of the number of instructions
expressed in the finite difference form as

executed per cycle.
Notice that expression (25) also holds for therst-casepower
AW ow analysis in clock-gated microprocessorg; i interpreted agorst-
NE AL+ WAV =0. 19 caseenergy dissipateger cycle Therefore, if a processor is con-
strained by the worst-case sustained power that may be dissipated
Determining the energy efficiency of a particular modification to  during the execution of a loop of power-intensive instructions with
the architecture can then be reduced to finding a condition for which high degree of ILP, combined with high switching factors in the

AP AP 9P Av data bits, then metric (2_5) should be used for both clock-gated and

— =—+4+— — > 0. (20) non-gated implementations of the processor.

A8 lw=const L& OV A& [w—const Itis easy to show, following the reasoning in the previous subsec-
tion, that the “MIPS per Watt”, “MIPS-square per Watt”, “MIPS-
cube per Watt”, and other “MIPS-to-the-poweryoper Watt” met-
rics are special cases of the energy-efficiency criterion (25), written
in the integral form. For exampl&y, = 2, R, = 1 leads to “MIPS-
+}g n 1 AE ) 1) cube per Watt”E, = 2, R, = 2 leads to “MIPS-square per Watt”;

I AE T E AE, R/ > Ey leads to “MIPS per Watt”, whil&, = 2R, = 0.5 leads to
“MIPS-power-5 per Watt”.

<0. (25)

v

Substituting (11) and (12) into (19), we derive the following ex-
pression for the ratio of finite differenceSv and Ag, under the
constraint (19):

Av

av v (1af
A

W:const: R+Ev <? AE

Substituting (7) and (8) into the energy-efficiency equation (20),

we arrive at (14). Thus, the energy-efficiency criterion (14) isalso 2.3 Partial Clock Gating

\{ali_d fqr the alternative formulation of_ the powe_r-performance op- In the design of real processors, clock gating may be applied to

timization problem, where the goal is to maximize performance oy some portion of the processor resources, or the granularity of
without exceeding the power budget. Therefore, metric (14) should ¢|ock gating may be coarser than assumed in subsection 2.1. Then,
be used (instead of “MIPS per Watt") for optimizing high perfor- 5 jinear combination of the energy-efficiency criteria (14) and (25),

mance clock gated processors, when such a processor cannot be Sgkyrived under the assumptions of the ideal clock gating and zero
to operate at its full speed because of the power constraint. Thejqck gating, leads to:

next subsection derives an energy-efficiency metric for processors

"

that do not use any clock gating. _B1Af) (R+BE 1Al
. R AEY, R I AE
2.2 Worst-Case Power Analysis 1 AE| Fy4E 1AN
V
The energy-efficiency criterion (14) deals with the average power += Azt Saz < 0 (26)
EAEl,T R NAEL

of a processor, assuming that the average power is proportional to
the weighted average number of instructions executed per cycle. Inwherek is the power-weighted portion of hardware covered by the
this subsection we derive a special version of the energy-efficiency clock gating, 0< K < 1.

criterion tailored for processors that do not use any clock gating.

The power-performancg optimizat_ion analysis in _this specialcase 3. EFFECT OF CIRCUIT AND
follows the same path as in case of ideal clock gating. The expres- TECHNOLOGY CHARACTERISTICS

sion for the average power in the absence of clock gating is written
as The proposed energy-efficiency metric is dependent on the char-
acteristics of technology and circuits, through the paramdigrs
W(E,v) = f(&,VE(E,V), (22) andEy, defined in (9) and (13). As shown in the previous section,
different combinations of values &, andE, may lead to differ-
ent conclusions about the effectiveness of the same architectural
features.

Theoretical formulas could be used to deternfip@ndE,. Al-
ternatively, a more practical way to calculate the values of these co-
efficients is to simulate representative circuits over a range of power
supply voltages. For the evaluation lgf, it is important to select

whereE is the average energy dissipategt cycle The expression
for performance (2) holds. Consequently, we only need to re-write
formulas involving the power term, (11) and (12), as follows:

aw
7ANS

Af

Ag

1125

At (23)

- )
\% \ \



T
data bus

integer adder
multiplier (custom)
4r/4w port reg file
2r/2w port reg file
average i

functional block that can potentially be on the critical path, on the
other hand, for the evaluation Bf, the most significant power con- 45[1\
sumers should be simulated.

As an illustration, a representative set of blocks in a typical mi-
croprocessor was selected, including an inter-unit star-connect data  ss
bus; a synthesized ASIC 32-bit integer adder; a full-custom 16-bit
multiplier; the critical read path of the 4read/4write - port full cus-
tom register file (just simulation), described in [1]; and a 2read -
2write 16-entry semi-custom register file built of latches and mul-
tiplexors, all implemented in a 0.13um technology. For the energy
analysis, all blocks were simulated with PowerMill, applying ran-
dom patterns to the inputs with a switching factor of 0.3, for 200 to
500 cycles (depending on the size of the circuit). A clocking rate
of 100MHz was used in power simulations for all values of Vdd.
PathMill static timer was used for delay analysis. All derivatives

oxOovVH

w

—(v*dDelay)/(Delay*dv)
[
2

F =
v
N

[
o

[N

o
o
T
L

were calculated by the 3-point formula. ol ; ; i i i
06 08 1 12 14 16 18
supply voltage, V
- dambus . - . v of
~ integer adder Figure 2: Simulation results for F, = 1 3.
271 ¢ multiplier (custom) 4 Y
o Ar/Aw port reg file
o average
261 . CVZcurve ]

4. EXAMPLE OF USING THE
ENERGY-EFFICIENCY CRITERION
In practice, a simplified form of equations (14), (25) and (26)
can be used for comparing architectural alternatives, whef's

are omitted from the formulas. Then, for example, (14) is reduced
to:

Il
@
T

n
i

(v dE)/(E dv)

N
w

Ev:
N
N

EAf E/Al AE R+E/AN

R f R E R N
Itis important to note that, for calculating the finite incremehts
o1 ‘ ] and AE, the meaning of partial derivatives with respect to the ar-
‘ ‘ ‘ chitectural complexity be preserved, as defined in (4). Particularly,
08 o8 Y ayvaigey 1 18 the designer needs to assume a fixed supply voltage when calculat-
ing the increments in those quantities.

Figure 1: Simulation results for E, = %%5_ To illustrate the practical use of the energy efficiency criterion,
let us consider examples of two hypothetical microprocessors: low-
power microprocessok that uses the fine-grain clock gating, cov-

Fig 1 shows simulation results f&,. The curves on the graph  ering close to 100% of the hardware, and high performance dynamic-
correspond to the blocks described above. A curve, correspondingissue microprocess@ that does not use any clock gating. Assume
to theE = CV2 dependence is also plotted, as a reference. Fig. 1 that microprocessora andB are targeted to operate at Vddex,
shows that, for all the blocks, the value B§ is higher than the and 17V, respectively. Then, by looking at the curves for the av-
value of two that corresponds to tie= CVZ2 dependence. This  erageF, andE, in Fig. 2 and Fig. 1, we determine thaf = 1.72,
super-Vdd-square dependence of energy on the supply voltage isEy = 2.12 for processoA, andR, = 0.75, E, = 2.31 for processor
partially explained by short circuit power which grows faster than B.
the square of [10], and higher glitching activity at higher supply As a first example, let us evaluate the energy efficiency of the
voltages. Those blocks that have more significant glitching factors execution bypass of the register file in proces&orSuppose that
also demonstrate higher valuesf especially at high supply volt-  architectural-level simulation results show that, on a given set of
ages. Detailed discussions of the factors affecting the dependencébenchmarks, the increase in the architectural speed (IPC) resulting

<0. 27)

of Ey onv are beyond the scope of this paper. from adding the bypass i§* = 7%. Moreover, suppose that hard-
Fig 2 shows simulation results f&. The curves on the graph  ware analysis reveals that the critical path delay increases by 5%,
correspond to the previously described blocks. For all bldeks- Af _ —5%, because the register file read access happens to be on

creases r_apldly for low values of vdd, e_spemally as Vdd approaches the critical path, and the average energy dissipated by instructions
the transistor threshold voltage. For high values of Vidddrops that read the register file increases 2% because of the bypass. If
belqw unity because of the velocity saturation effect. For custom- gnof of dynamic instructions read operands from the register file,

designed blocksy tends to be smaller than for ASIC-synthesized 0, the average energy dissipated by an executed instruction in-

blocks, especially at low values of Vdd, because of the (selective) E_ 1p0 . .
use of low-threshold devices in custom circuits, and low-voltage creases% = 1.6%. Since adding the bypass does not affect the

circuit styles (e.g. smaller transistor stacks). dynamic instruction count% = 0. Substituting these values,
The thick lines on the graphs, marked with circles, represent the and theE vaIuAefs OQ/IP%nd EXEestlmated above, into (14) or (27),

averages over all simulated blocks, calculated for unity weight fac- we getg?(— =5~ — =7=)+ & = 1.23:(0.05-0.07)+0.016 < 0.

tors. For the analysis of a real microprocessorandE, of differ- The energy-efficiency criterion indicates that for the stated assump-

ent blocks should be averaged with appropriate weights. tions, adding the bypass improves the energy efficiency of proces-



sorA. Notice, however, that the same feature would not be energy- Acknowledgment

efficient if processoA were targeted to operateNAild = 0.7V or
lower.
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As a second example, consider a proposal to add one extra rea‘%\nd K. Warren for the management support

port to the multiported integer register file in procesBomwhich

will remove some restrictions on the issue of store instructions

in parallel with arithmetic instructions. Suppose that simulations

showed that this feature would improve the architectural perfor-

mance by (6%. Assume that the register file access in not on the

critical path, so that adding an extra read port does not impact the

clocking rate. Assume also that the increase in the power dissi- [2]

pated in the register file (which is not clock gated) is 10%, and
the integer register file is responsible for 15% of the total CPU
power. Then, the increase in the average energy dissipated per cy-
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read port improves the energy efficiency of proce&ofhe same
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targeted to operate ®tdd = 1.2V, or below.

These examples demonstrate the usefulness and convenience of
the proposed energy-efficiency metric. In both examples, the rela-

tive changes in the characteristics of the processors were small, so [6]

that the assumptions, for which the formulas were derived, were
satisfied.

(7]

(8]

5. CONCLUSIONS

A new architectural-level energy-efficiency metric was derived
that subsumes other commonly used power-performance metrics
as special cases of a more general equation. An advantage of th

derived metric is that it takes into account the characteristics of ?10]

circuits and technology to draw a conclusion about the energy ef-
ficiency of an architectural feature. In spite of being very general,
the new formula is easy to use because it only involves relative
changes in the characteristics of the processor, which can be eval-
uated even at early stages of the processor development. For those

who feel more comfortable using the integral metric of the form
MIPSY
Watt '

culating parametey, y= @ Examples have been provided that
illustrate the application of the proposed metric to a low-end and a
high-performance processors.

For the validity of the derived formulas, the relative differences
in the processor characteristics, corresponding to architectural al-
ternatives under evaluation must be small, a 10% limit can be used
for most practical purposes. Special care is needed, if the criterion
is to be used to evaluate the energy efficiency of architectural fea-
tures that result in significant changes in processor characteristics,
such as increasing the issue width, or changing the width of data.
Also, the conclusion may be misleading, if the formulas are used
to compare different products on the market, especially those built
in different technologies. Another limitation of the derived crite-
rion is that it does not consider other important factors, such as the
code size, ease of programming, or compilability of an architec-
ture. Also, in order to be useful for future technologies, the for-
mulas need to be extended to take into account the leakage power.
These are among the targets of our current and future work.
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