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Abstract
Due to larger buses (length, width) and deep sub-micron ef-
fects where coupling capacitances between bus lines are in
the same order of magnitude as base capacitances, power
consumption of interconnects starts to have a significant im-
pact on a system’s total power consumption. We present
novel address bus encoding schemes that take coupling ef-
fects into consideration. The basis is a physical bus model
that quantifies coupling capacitances. As a result, we re-
port power/energy savings on the address buses of up to 56%
compared to the best known ordinary power/energy efficient
encoding schemes. Thereby, we exceed the only to-date ap-
proach that also takes coupling effects into consideration.
Moreover, our encoding schemes do not assume any a priori
knowledge that is particular to a specific application.

1 Introduction
One of the (many) effects in deep sub-micron designs are cou-
pling capacitances betweenclosebus lines. The spatial close-
ness of bus lines increases thewire-to-wirecapacitances that
much that it may even exceed the base capacitance of a wire
i.e. thewire-to-metal layer1 capacitance2. Therefore, with
these coupling effects in mind, the number of switching ac-
tivities on a bus (i.e. all transitions on all bus lines) do not
necessarily reflect the power/energy that is consumed by the
bus. However, this was true (see [1]) fornon-deep sub-micron
designs3. Hence, encoding mechanisms for bus power/energy
reduction that solely rely on minimizing the number of transi-
tions are not efficient any more. In fact, any efficient encoding
scheme for deep sub-micron buses should be based on a pre-
cise physical bus model.
Early work on minimizing the transition activities on buses
has been conducted by Stan/Burleson [2]. They transmit
the inverted word through the bus when theHamming Dis-

1We denotemetal layeras the layer on a chip layout that carries 0V.
2Note that we implicitly assume that power consumption of CMOS cir-

cuits is due to switching activity only. Leakage currents might also become
a larger source of power consumption in the future but switching activity in
CMOS circuits will continue to be themainsource of power consumption.

3In this context we saynon-deep sub-micron designswhen we mean de-
signs where the spatial proximity of bus lines or devices etc. does not lead
to coupling capacitances that are in the same order of magnitude as the in-
trinsic (i.e. base) capacitances.
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tance(HD for simplicity) of the non-inverted word would re-
sult in HD > N=2 with N being the number of bus lines.
Panda/Dutt [3] approached the problem of reducing switching
activities of address busses by investigating various scenarios
for memory mapping schemes. Benini et al. [5] presented an
adaptive approach for encoding signals that are transmitted
through wide buses. The exploitation of correlated access pat-
terns (like in address buses) has been studied in [3] (see above)
by usingGray Codeencoding according to Metha et al. [6]
and Su et al. [7]. Benini et al. [8] have improved upon Gray
Code through a method that benefits from the fact that a high
number of patterns in address buses are consecutive.Working
Zone Encodinghas been proposed by Musoll et al. [9]. They
encode according towhereon an address word switching ac-
tivity actually takes place. A synthesis method for a spatially
adaptive bus interface is presented by Acquaviva/Scarsi [10].
Zhang et al. [11] segment a bus and thus exploit the effect
of having smaller effective bus capacitances that apply during
bus transitions. Stan/Burleson [12] focus on low power en-
coding techniques under consideration of influences on pos-
sible area and performance impacts. A recent approach by
Sotiriadis/Chandrakasan [4] that is close to our approach also
takes into consideration the capacitances between wires rather
than just thewire-to-metal-layer capacitance. Their static en-
coding technique (i.e. an encoding technique that is fixed) ob-
tains results of an average of 40% power savings.
We address the low power bus encoding problem through
the introduction of theExtended Transition Activity Measure
ETAM that we use to control one of our encoding schemes.
Furthermore, we present a physical bus model that quantifies
the sizes of coupling and base capacitances. Our novel adap-
tive (it can be changed over time in order to adapt to different
patterns on the address bus) bus encoding scheme eventually
takes coupling effects into consideration. That is why we are
able to achieve power/energy savings on the address buses of
up to 56% compared to the best known ordinary power/energy
efficient encoding schemes (Gray Codeencoding).
This paper is structured as follows: the following Section 2 in-
troduces our physical bus model and shows its characteristics.
This bus model is the basis for our encoding schemes in Sec-
tion 3. In Section 4 we show the effectiveness of our schemes
by means of an extensive set of applications that we used to
apply our technology. Finally, Section 5 gives a conclusion.

2 Physical Bus Model and its Characteristics
Fig. 1 shows a simplified sectional view through a couple of
bus lines. CB is what we call the base capacitance since
it is the intrinsic capacitance between the bus line and the
metal layer(s).CC i;i+1 is the coupling capacitance between
bus linei and bus linei + 1 (not all coupling capacitances
are shown in Fig. 1). A simple formula for these capaci-



Figure 1:Physical bus model

tances cannot be given because the cross section shape of
the bus lines is actually neither a rectangle nor a circle. But
we can very closely approximate the solution by assuming
that the cross section shape of a bus line is a number of
circular cross sections for which solutions can be found di-
rectly through the solution of the corresponding differential
equations. Consequently, we can represent the per-length ca-
pacitanceC 0

i
4 for line i as a superposition of the base ca-

pacitanceC 0
B i (wire to metal) and a coupling capacitance

C 0
C i;i+1 (wire to wire) betweeni and the closest right neigh-

bor i+ 1:5

C 0
i = C 0

B i + C 0
C i;i+1

= a0 �
2�"r"0

arcosh(Hh )| {z }
wire to metal

+ b0 �
�"r"0

ln(2D+w
h )| {z }

wire to wire

(1)

The factorsa0 andb0 represent the correction factors that al-
lows us to deploy simple equations for the solution of the dif-
ferential equation rather than using numerical methods6.
From a geometrical/physical point of view, there exist various
ways to minimizeC 0

B i andC 0
C i;i+1 (and thus minimize the

implied energy consumption. The basic ways are (discussion
applies to Eq. 1):
� Distance between metal layer and bus line

It influences the size ofC 0
B i. The larger the distance

H is the smaller becomesC 0
B i. H is determined by the

technology process.
� Cross section shape of bus lines

The smallerh andw are (please note thatw is implicitly
contained ina0 according to the above explanation) the
smaller becomesC 0

B i.
� Distance between two adjacent bus lines

A larger distanceD reducesC 0
C i;i+1.

If D grows beyond a certain size then the space (i.e. chip area)
becomes unacceptably larger since this distance is between
all adjacent bus lines and a bus can be very large (typically
32 or 64 lines). Though a reduction of the cross section area
(� h�w) is beneficial for reducingC 0

B i, there is a technolog-
ical limit to do so: since the voltageVDD is given for a certain

4For brevity reasons we may from now on use the termcapacitancewhen
we actually meanper-length capacitance.

5Please note that our bus capacitance model does neglect capacitances
resulting from wires in other layers of the chip layout.

6It can be proved that this approximation is actually very accurate rep-
resentation. The reason why we provided the simplified formula within this
paper is that it can conveniently be used to explain the characteristics like the
relationship betweenC0

B i
andC0

C i;i+1
. However, for brevity reasons the

proof (obtained by simulation) is not given here.

Figure 2:Shown are three possible cross section shapes for bus lines

technology and according to that a certain charge (number of
electrons) have to be transferred during a switching phase, the
current densityI=(h� w) is a constant. Otherwise, the bus
line might be destroyed through overheating.
In deep sub–micron designs this problem is solved by consid-
ering differentform–factors(cross section shapes) as shown
in Fig. 2. Though the cross section area is nearly constant,
form–factor c) is more compact in terms of chip area than
a) and b) but it also leads to a higher coupling capacitance
C 0
C i;i+1 due to increasedh (see Eq. 1). Form–factor a) is not

used for deep sub–micron designs because of the discussed
chip area disadvantage. This is a major difference between
”non deep sub–micron designs” and deep sub–micron design.
Form–factor b) represents a good compromise and is being
used by us. Later on we will see what this means in terms of
the size ofC 0

C i;i+1 in relation toC 0
B i.

So far, we only considered one coupling capacitance between
one bus line and only one other adjacent bus line. In fact,
coupling capacitances are present betweenany two bus lines
(though they differ in size, of course). For example, let us
assume bus lines are enumerated from0 to N � 1 whereN
represents the total number of bus lines. The total capacitance
for bus line0 is given by the following formula:

C 0
0 = C 0

B i + C 0
C 0;1 + C 0

C 0;2 + : : :+ C 0
C 0;N�1

In general, we can formulate:

C 0
i = C 0

B +

N�1X
j=0;j 6=i

�
C 0
C i;j � s fct(ji; jj) � xi;j

�
(2)

The components are:
� C 0

C i;j : The coupling capacitance between linei and line
j.

� s fct(ji; jj): Represents the shield–factor since bus
lines between any two other bus lines represent a shield
thus diminishing the otherwise higher coupling capaci-
tance.

� xi;j :
This factor reflects the fact that there can, or cannot, be a
coupling capacitance between any two lines. For expla-
nation, let us assume that linei is switching from ”low”
to ”high”. If, at the same time, linej is also switching
from ”low” to ”high” than there is at no point in time a



Figure 3: All relevant switching cases between bus linei and bus linej are shown (Not shown: the trivial case wherei not
switching)

difference in the voltage level between these two lines.
Thus, linei does not ”see” any coupling capacitance to
line j. Neither does linej i.e. C 0

C i;j = C 0
C j;i = 0.

Same holds if both lines have a transition from ”high” to
”low”. However, if one line has a transition from ”low”
to ”high” and the other has a transition from ”high” to
”low” (or vice versa) than there is a coupling capaci-
tance since there is a difference in the voltage level of
VDD before the switching takes place. This assumes
that switching takes place at the same point in time7.
Hence, thereis a coupling capacitance. All four relevant
cases are shown in Fig. 3. Accordingly we obtain the
following for xi;j :

xi;j =
n

0 : case 1, case 2
1 : case 3, case 4 (see Fig. 3 for cases)

This bus model has various important characteristics that will
be key for our encoding schemes. We will discuss the charac-
teristics in the following.
As we can see from the factorxi;j of the bus capacitance
model, the actual switching capacitanceC 0

i of a bus linei de-
pends on:

a) the behavior of all other bus lines during the switch-
ing of bus linei

b) whether bus linei switches or not. In the trivial case
(not shown in Fig. 3) it is not. Energy, however, is
only consumed by a bus line if there is a high/low
or low/high transition. In that case it is obviously
important whether the temporal preceding value of
the same bus line is different to the present or not.

Point b) is obvious and the basis for bus encoding techniques
that have been proposed so far. However a) is new: since
we do have a coupling capacitance that is in the same order
of magnitude (details are given later) as the base capacitance,
the existence of the portions of the coupling capacitance de-
pends on the behavior of the other bus lines and thus it istime
dependent.
In summary, a very important characteristic of our bus model
is that the capacitance and, consequently, the energy con-

7We can make this assumption though physically the two signals may have
a skew due to layout issues, slightly different signal speed through manufac-
turing tolerances etc.

Figure 4:Capacitance profile of a 32 bit bus according to the tech-
nology shown in Table 1

sumption for transmitting information via a the bus varies de-
pending on the activity of the other bus lines.

Table 1 gives an overview of the characteristics in terms of
the actual capacitances. The values are based on a0:1�, 1:2V
CMOS process and have been obtained by simulations using
our bus model.

Technology Parameters and Bus Characteristics
Technology 0:10�
VDD 1:2V

Base capacitanceC0
B = min(

P
C0
i

) 42:22pF=m

max(
P

C0
i

) 631:3pF=m

Coupl. capac. of two adj. linesC0
C i;i+1 35:89pF=m

C0
0min 0:67pF=m

C0
N=2max 40:11pF=m

C0
(i=N=2)max=C

0
(i=0)min see Eq. 2 forC0

i 59:87�

Table 1: Technology parameters and bus characteristics (all
capacitances are per-length)

It is interesting to see thatmax(
P

C0
i
)=min(

P
C0
i
) � 15 i.e. a

spread 15x in energy consumption for submitting one 32-bit
word via the bus. In the worst case there is:



Figure 5:Shown are the bus transitions per bus line for an applica-
tion (MPEGII encoder)

C 0
i max = C 0

B +
P

8j2f0;:::;N�1g;j 6=i
CC i (xi;j ; s fct(ji; jj))

with 8j2f0;:::;N�1g;j 6=i xi;j = 1
(3)whereas in the best caseC 0

i min = C 0
B holds (when allxi;j

equal 0). Fig. 4 shows the normalized maximum capacitance
increases for all bit lines of a 32-bit bus. That is the max. ca-
pacitance of each bit line (according to Eq. 3 it is set in rela-
tionship to the smallest maximum capacitance

min
�
8i2f0;:::;N�1g C 0

i max

�
(4)

of all bit lines. In Fig. 4 we actually show the increase in [%].
We can see that the max. capacitance of bit line 16 is around
25% bigger than the max. capacitance of bit line 0 or bit line
31. We exploit these and other characteristics for a low power
encoding.

3 Encoding Schemes
Our goal is to minimize the power/energy consumption that is
related to transmitting information via a bus. Therefore, we
study the characteristics of address bus transactions as shown
in Fig. 5. Obviously, the address space of the application is
217 byte wide (please note that from the transitions we cannot
tell wherein the address space the program is located because
those bits that never change have zero transitions). The chart
(Fig. 5) shows a decreasing number of transition with increas-
ing bus lines which looks like a counter profile. In addition,
many bit lines are not used. Other applications (MPEG en-
coder profile) show similar characteristics with the only dif-
ference that the address space might vary (size of an applica-
tion).
3.1 Adaptive Cross Connection Scheme ACCS
These observations can be used for power/energy efficient en-
coding since we can assign the most active bit lines to those
bus lines that are expected to have the smallest capacitance
(see Fig.4). Therefore, we define awindowas

wl;h(ww) = fl; hj h� l = ww � 1; h > l; h; l � 0; h; l � bw � 1g
(5)

with l, h being the lower and upper border bit positions of
the window, respectively,ww the window size in bits andbw
the bus size in bits. Thus we can define a cross connection
scheme as

w targetc;b(ww1) := w sourcea;b(ww1)

Figure 6:An example for a window definition

and an example is shown in Fig. 6. The size of a window
ww is a compromise between hardware effort (more smaller
windows cost more hardware) and obtaining a high shield ef-
fect (windows with high transition activities should be sepa-
rated by windows with no transitions). Since different ap-

0 31 0 31

0 310 31

w0 w0 w2 w15w7w1

a) b)

Scheme 1 Scheme 2

Figure 7:ACCS schemes 1 and 2 for a 32 bit bus

plications have different address spaces, we implemented two
schemes, both maximizing the non-transition areas (white ar-
eas in Fig. 7) between the expected high transition areas (grey
areas in Fig. 7). Which scheme is active at a certain time is
decided by the operating system that knows the address space
of an application/process.Scheme1is for large address spaces
whereasScheme2is for smaller ones.
3.2 Locally Spatial Invert Scheme LSIS
Through the ACCS scheme we obtained, among others, a
scenario where windows with high transition activities are
shielded against each other resulting in minimizing effects of
coupling capacitances. However, we did not minimize the
transition activities and coupling capacitance effectswithin
a particular window (though we minimized the potential
power/energy consumption to assign high activity windows
to low capacitance areas of the bus). This is the goal of the
scheme LSIS (Locally Spatial Invert Scheme) introduced in
the following. Please note that LSIS is applied upon the out-
put of ACCS.
Let us first define what we call the Extended Transition Ac-
tivitiy Measure ETAM for a windowwl;h(ww) (as defined in
Eq. 5) In order to make the formular easier readable we sim-
ply usew to denote the window. Furthermore, let us assume
thatbx is the x.th bit within a window withBx being the value
of that bit (i.e.Bx 2 f0; 1g). Thus, we can define the ETAM
measure as follows

ETAM(w) =
X
8bi2w

(
�
Bi � B

�1
i

�
+
�
Bi � B

�1
i

�
�

X
8bj2w;bj 6=bi

(Bi�Bj))

(6)

TherebyB�1
i gives the value of bitbi at timet � 1 i.e. the

temporal predecessing value. Thus,Bi � B�1
i determines

whether bitbi has a high/low or low/high transition (=1) or
not (=0). Accordingly this specific bit will contribute to the



ETAM measure or not. Fig.8 gives an idea on how ETAM is
measured using an example of two stages. In the first stage
the portion of the ETAM measure contributed byi = a + 1
is demonstrated. The dotted line shows the scope that is im-
portant for the calculation of the respective ETAM portion. It
equals to 2. In the case ofi = a + 2 (right part of Fig.8) the
respective ETAM portion is 0 since the bit being viewed does
not perform a transition.
It is very important to note that ETAM as shown does NOT vi-
olate the causality principle as it might seem from the Fig. 8.
Therefore, please note that the bus word referring to timet�1
is stored in a register. But even the bus word for timet is
stored in a register since the word is not yet put on the bus (it
is just in the I/O register of a device, for example) and thus
ETAM does work as intended by Eq. 6.

Figure 8:ETAM measure explained by means of an example.

According to Eq. 6 every value of a bit different to the bit un-
der review is contributing 1 or 0 to the value of ETAM depend-
ing on whether it is different in value or not. That each contri-
bution is equally sized (1 or 0 with no other values allowed)
is justified by our capacitance measure that gives us values
of base capacitance compared to coupling capacitances of the
closest neigbors (a maximum of three left or right neighbors
in a 4-bit window) that are approximately the same and thus
contribute the same to the power/energy consumption. Fur-
thermore, the shield effect makes more distant coupling ca-
pacitances neglibible. This is the justification to use a window
size of 4 bits. Also, this window size results in a reasonable
hardware amount to implement.
In the next step we use ETAM as a measure whether we should
invert the information in the window or not. Please note that
our ETAM scheme is able to measure the impact of coupling
capacitances. A Hamming Distance measure, as used for reg-
ular invert schemes would not lead to a reasonable improve-
ment in power/energy consumption. It would only reduce the
number of transitions. But the number of transitions do not
necessarily reflect the amount of power/energy that is con-
sumed. Our whole LSIS scheme works according to the fol-
lowing procedure: For all windows the ETAM measure is cal-
culated (lines 1-2). If the ETAM measure exceeds half of the
maximum value (dependent on the window sizeww) then it is
counted (lines 3-5). After all ETAM measures are calculated,
it is determnined whether more than half of the windows have
a high ETAM value. If that is the case the information in
the windows is transmitted inverted. This is the LSIS encod-
ing scheme. Please note that decoding can be done inversely.
Only 1 extra bit line is used for that sinceall windows will be
inverted or not (majority vote).
Please note that this code explains only the strategy. It does
not in any way reflect the implementation that, of course, is in
hardware.
The bus interface (not shown) integrates both encoding
schemes ACCS and LSIS. First, it is decided whether ACCS

Strategy of LSIS Scheme
1) For All windowswi 2 W
2) determine ETAM(wi)
3) If ETAM(wi) > etammax(ww)=2
4) Then
5) hi etam+ = 1
6)
7) If hi etam > (#windows)=2
8) Then
9) For All windowswi 2W

10) invert(wi)

11) done.

Figure 9: The strategy of our LSIS Scheme

Figure 10:Generic part of application system

Scheme1 or ACCS Scheme2 is to be used. This depends on
the expected size of the address space of the currently running
program/process. Actually, in our case the Operating System
will write the program/process size to an I/O register from
where it is read by a comparator that activates either ACCS
Scheme1 or ACCS Scheme2. Then, the LSIS scheme is fol-
lowing by counting the ETAM values for the individual win-
dows and, by majority vote, all single windows are inverted
or not. Thus, besides the encoded bus lines we have one more
output that is used for the decoding side of the bus to properly
decode. Please note that encoding/decoding is done on-the-fly
i.e. it does not cost an additional cycle. Our current design for
the bus encoding interface uses approximately 400 gates.
Within our whole encoding schemes, first ACCS is applied
then LSIS. Please let us summarize. The whole scheme
ACCS� LSIS makes use of:
� the profile of a deep sub–micron bus where it is more

energy efficient to transmit information via the outer bus
lines

� the general characteristic of an address bus that trans-
mits addresses in a counter-like manner when executing
a program/process

� the minimization of coupling capacitances by dividing
bus lines into windows and separating those windows in
order to make use of the shield effect.

In the next section we show the results obtained by applying
our ACCS� LSIS scheme.

4 Results
We applied our encoding schemes to several SOC designs
(set–top box, digital camera etc.). Fig. 10 shows the generic
part of the system with a split address bus (A-Bus1, A-Bus2).
The encoding scheme (Gray Code Encoding) we compare our
encoding schemes to what was applied to the same systems
under exactly the same conditions. Tab. 2 shows the results
with the application name shown in the first column. The next
column shows the instruction cache sizes. The third column



I$ Num.
Energy [Joule]

[%]Imp [%]Imp

App. sz. Transact. GC LSIS ACCS � LSIS LSIS (ACCS�

A-Bus1 A-Bus2 A-Bus1+2 A-Bus1 A-Bus2 A-Bus1+2 A-Bus1 A-Bus2 A-Bus1+2 LSIS)

128 1.28e-08 1.76e-08 3.05e-08 1.23e-08 1.70e-08 2.93e-08 6.84e-09 9.44e-09 1.62e-08
I3D 512 19,911 2.08e-08 4.38e-09 2.51e-08 2.00e-08 4.22e-09 2.42e-08 1.11e-08 2.33e-09 1.34e-08 -3.61 -46.60

2K 2.27e-08 1.08e-09 2.38e-08 2.19e-08 1.04e-09 2.29e-08 1.21e-08 5.78e-10 1.27e-08

1K 1.95e-05 6.78e-06 2.63e-05 1.90e-05 6.60e-06 2.56e-05 1.42e-05 4.95e-06 1.92e-05
CMP 2K 23,976,781 2.29e-05 1.15e-06 2.40e-05 2.23e-05 1.12e-06 2.34e-05 1.67e-05 8.42e-07 1.75e-05 -2.70 -26.97

8K 2.36e-05 7.44e-09 2.36e-05 2.29e-05 7.24e-09 2.29e-05 1.72e-05 5.43e-09 1.72e-05

128 1.34e-08 3.52e-08 4.86e-08 1.29e-08 3.39e-08 4.69e-08 7.53e-09 1.98e-08 2.73e-08
DIS 512 34,368 1.45e-08 3.35e-08 4.81e-08 1.40e-08 3.23e-08 4.64e-08 8.29e-09 1.90e-08 2.73e-08 -3.67 -43.16

4K 3.39e-08 1.01e-09 3.49e-08 3.27e-08 9.80e-10 3.37e-08 1.90e-08 5.71e-10 1.96e-08

256 1.12e-05 3.70e-06 1.49e-05 1.12e-05 3.68e-06 1.49e-05 6.85e-06 2.25e-06 9.10e-06
KEY 512 9,849,864 1.26e-05 1.51e-06 1.41e-05 1.25e-05 1.50e-06 1.40e-05 7.65e-06 9.18e-07 8.57e-06 -0.52 -39.28

8K 1.35e-05 7.00e-09 1.35e-05 1.34e-05 6.96e-09 1.34e-05 8.20e-06 4.25e-09 8.20e-06

2K 3.42e-05 1.76e-06 3.60e-05 3.40e-05 1.75e-06 3.57e-05 2.02e-05 1.04e-06 2.13e-05
MPG 4K 22,408,513 3.50e-05 4.40e-07 3.54e-05 3.48e-05 4.37e-07 3.52e-05 2.07e-05 2.60e-07 2.10e-05 -0.67 -40.75

16K 3.52e-05 1.44e-07 3.53e-05 3.49e-05 1.44e-07 3.51e-05 2.08e-05 8.58e-08 2.09e-05

128 6.51e-07 3.39e-06 4.05e-06 6.45e-07 3.37e-06 4.01e-06 2.81e-07 1.47e-06 1.75e-06
SMO 512 1,716,150 2.69e-06 7.55e-10 2.69e-06 2.66e-06 7.48e-10 2.66e-06 1.16e-06 3.26e-10 1.16e-06 -0.84 -56.71

2K 2.69e-06 7.55e-10 2.69e-06 2.66e-06 7.48e-10 2.66e-06 1.16e-06 3.26e-10 1.16e-06

256 6.36e-08 1.21e-06 1.28e-06 6.25e-08 1.19e-06 1.26e-06 3.01e-08 5.78e-07 6.08e-07
TRK 512 520,860 4.29e-07 6.09e-07 1.03e-06 4.21e-07 5.98e-07 1.02e-06 2.03e-07 2.89e-07 4.92e-07 -1.73 -52.55

2K 7.94e-07 9.00e-10 7.94e-07 7.80e-07 8.84e-10 7.81e-07 3.76e-07 4.27e-10 3.77e-07

Table 2: Results of our encoding schemes (window size = 4 bit)

gives the total number of address bus transactions (this should
not be confused with transitions) that have been executed. The
quality measure of our encoding scheme is the energy that is
consumed on the addresses buses compared to energy efficient
address coding schemes like Gray Coding (GC). It is impor-
tant to notice that unlike other work we do not measure the
quality of our encoding schemes in terms of the number of
total transitions since they do not reflect power/energy con-
sumption through coupling effects.
We have examined three encoding schemes: the first one is a
Gray Encoding scheme that we use as the standard to compare
our results to. The second is our ACCS and the third one is
ACCS� LSIS (LSIS applied on top of ACCS). For each en-
coding scheme the energy consumption is shown, split into the
parts consumed by A-Bus1, A-Bus2 and the total (A-Bus1+2).
The energy of one single bus transaction is calculated through:

E = 1=2 �
N�1X
i=0

(C 0
i � LBus) � V 2

DD

with LBus being the length of the respective bus (please re-
member thatC 0

i represents the per-length capacitance) withC 0
i

calculated according to Eq. 2). Finally, the last column gives
the percentage in energy savings of ACCS� LSIS compared
to Gray Code encoding. We yield energy savings (same holds
for power savings) of up to 56% with an average of 44%. The
column left to that shows intermediate results i.e. only ACCS
applied. Not surprisingly, ACCS does not directly contribute
much to the final results. The main purpose of ACCS is to
provide a higher optimization potential for LSIS that is ap-
plied afterwards. In this sense, ACCS contributes implicitly
more than the numbers can express.
We observe that the energy savings are quite high compared
to ordinary schemes (like the Gray Code encoding that is
the benchmark encoding scheme for address buses). The
reason is that ordinary schemes to not take into consider-
ations power/energy consumption through coupling capaci-
tances and thus cannot optimize for it.
There is a limitation to our approach: our approach is effective
only on high capacitance buses since the encoding schemes
implemented as hardware also consume power/energy that
could otherwise exceed the savings. Note that this limitation
only excludes the application of our schemes to small micro–
processors that have small internal buses. However, for typ-
ical SOCs that feature long buses connecting various cores,
our method is very efficient.

5 Conclusions
We have presented a novel adaptive address bus encoding
scheme for low power deep sub–micron designs. Unlike ordi-
nary schemes, the scheme is based on our physical bus model
that takes coupling capacitance effects into account. The
scheme is applied in the two stages ACCS and LSIS. Together
they eventually lead to power/energy savings of up to 56%
compared to the Gray Encoding scheme that is considered the
best low transition encoding scheme for address buses.
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