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ABSTRACT
Thecapabilityof performingsemi-automateddesignspaceexplo-
rationis themainadvantageof high-level synthesiswith respectto
RTL design.However, designspaceexplorationperformedduring
high-level synthesisis limited in scope,sinceit providespromising
solutionsthat representgood startingpoints for subsequentopti-
mizations,but it providesno insightabouttheoverall structureof
the designspace. In this work we proposeunsupervisedMonte-
Carlodesignexplorationandstatisticalcharacterizationto capture
the key featuresof the designspace. Our analysisprovides in-
sightonhow varioussolutionsaredistributedover theentiredesign
space.In addition,we applyextremevaluetheory[11] to extrapo-
lateachievableboundsfrom thesamplingpoints.

1. INTRODUCTION
In complex systems-on-chip,behavioral synthesis(from C or

HDLs)canbeusedasabasictool for designingapplication-specific
units (ASUs) for boostingperformancebeyond the limits of em-
beddedsoftware runningon on-chipcore processors[1]. An al-
ternative, andmorecommon[1], approachis to specify the ASU
at the register-transferlevel and usematureRTL synthesistech-
nology to achieve high-quality results. The main shortcomingof
the RTL-basedmethodologyis that it requiresmanualtranslation
of the behavioral specification(usedby systemdesigners)into a
synthesizableRTL specificationthat canbe fed to RTL synthesis
tools. This processis fairly slow anderror-prone.Behavioral syn-
thesisadvocatesclaim that theunwieldybehavioral-to-RTL trans-
lation mayhinderdesignoptimality, by slowing down theiterative
processof exploring many alternative ASU implementations,and
choosingthebestonein thesystemcontext.
Oneof themainadvantagesclaimedby behavioral synthesiswith
respectto RTL approachesis the capability of rapidly explor-
ing many alternative implementations(a processknown asdesign
spaceexploration), with little or no designerintervention.Theex-
plorationcaneither leadto a satisfactoryASU design,or at least
�
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providegoodinsightanda few promisingstartingpointsfor manu-
ally specifying(or refining)anoptimalfinal implementations.The
maincontribution of this work is a techniquefor automaticdesign
spaceexplorationthateffectively exploitsbehavioral synthesiscou-
pledwith statisticanalysisandinferencetechniques.
The classicalapproachto behavioral synthesis(often calledhigh-
level synthesisor HLS for brevity), as summarizedvarioustext-
books[3, 4], is orientedtowardsoptimization. Given a setof K
cost metrics f

�
i � , i � 1 � 2 ��������� K, behavioral synthesistargetsthe

optimizationof oneof themetrics,say f
�
1� with constraintsspeci-

fiedontheothers.Thecostmetricscanbeseenasfunctionsdefined
overacomplex space� (thedesignspace), whichrepresentstheal-
ternative choicesin theimplementationof the targetspecification.
In symbols,f

�
i �
	 a� : ���� , if we assume,without lossof gener-

ality, that thecostmetric is real-valued. Clearly, fastandaccurate
estimatorsof thecostmetricsareneededto drive constrainedopti-
mizationtowardsoptimal,feasiblesolutions.
The first generationof high-level synthesistools [3, 4] adopteda
top-downoptimizationapproach.It relied on the assumptionthat
thevariousf

�
i � couldbeapproximatedor boundedduringsynthesis

even with partial knowledge,whenthedesignpoint a is not com-
pletelydefinedyet. This assumptionwasmotivatedby therelative
simplicity of thecostmetricadopted(e.g.,areaof functionalunits,
numberof control steps),for which simpleandlocal composition
ruleshold (e.g.,additivity).
HLS-baseddesignspaceexploration in thesefavorableassump-
tionsis highly informative. In fact,it is possibleto computePareto
curves[4] for studyingtradeoffs. Paretocurvesfor problemswith
two cost metrics f

�
1� and f

�
2� can be plotted by fixing f

�
2� as

constraint,andrunningHLS to optimizeon f
�
1� . BesidesPareto

curves, also designspaceboundingis significantpieceof infor-
mationfor a designer[6, 7]. Boundingon a costmetric f

�
1� can

be obtainedby constructingan upperboundmetric f
�
1�

M � f
�
1� ,

anda lower bound f
�
1�

m � f
�
1� , over thedesignspacedomain(i.e.,�

a ��� ). The availability of Paretocurvesandboundsprovides
deepinsight on what performancelevel shouldbe targetedfor a
given areabudgetor on what is the minimum latency that canbe
expectedfor theimplementationof a givenbehavior.
Unfortunately, theoptimisticassumptionson costmetricsmadein
first-generationHLS tools did not hold for complex designsand
real-life designmetrics. Real-life costmetricssuchasaverageor
worst-caseexecutiontimeandpower arenotwell behavednoreas-
ily predictableunderpartial knowledge. This situationhaswors-
enedas technologyscaled. As a result,designexplorationbased
on behavioral synthesishasnot fully met expectations,andit has
foundlimited usein industrialdesignflows. Thesecondgeneration
of HLS tools [5, 2] hasadopteda moreconservative approachto-



ward costmetricestimation.Second-generationcommercialHLS
tools do not claim the capability of performingconstrainedopti-
mization,but they focuson the capabilityof synthesizinga func-
tional designsthat satisfiesrequirementsandconstraintsspecified
up-front by the user(e.g. functionalunit constraints,or synchro-
nizationrequirements).Designexplorationis justsemi-automated:
thedesignerhastheresponsibilityof driving it by constrainingthe
designin variouswaysandrunning the tool to obtainalternative
implementations.
Thethird generationof HLS tools,which is currentlythetargetof
variousacademicresearchefforts [8, 9, 10], triesto gainbacksome
automaticdesignspaceexplorationcapabilityby adoptingiterative
approaches.HLS is nota top-down optimizationprocess,but anit-
erativesearchthatprunesoutsub-optimalsolutions,andregionsof
thedesignspacethatareunlikely to containoptimalsolutions.The
outcomeof theiterative processis a pool of “promising” solutions
that warrant further investigation. Several heuristicsearchtech-
niqueshave beentested(geneticalgorithms,simulatedannealing,
etc.),andhave producedpromisingresults.Themainshortcoming
of theseapproachesis thatthey donotprovide muchinsighton the
overall structureof thesearchspaceandits bound. Theoutputof
thedesignspaceexplorationprocessis asetof promisingsolutions,
but thereis no informationon how sparsethey are in the design
space,how hardis to find them,how hardis to improve them,and
how muchcanwe expectto beableto improve them.
Our work is a first stepin providing ananswerto theseopenques-
tions, by taking new point of view. Insteadof providing on-line
supportto drive a supervisediterative designprocesstowardsop-
timal solutions,we proposeunsupervisedMonte-Carlodesignex-
plorationandstatisticalcharacterizationto capturethekey features
of thedesignspace.Our designexplorationis conceivedto beper-
formed off-line, in order to collect statisticalinformation before
actuallystartingthedesign.Unbiaseduniform samplingallows us
to explore the entirespacewithout makingarbitraryassumptions
about the position of the Paretopoints. The purposeof the ex-
ploratoryanalysisis not (primarily) to find optimalsolution,but to
characterizethedesignspace.More specificallythe analysispro-
videsinsighton how variousimplementationsareclusteredin the
designspace(i.e. distributions)andhow changesin a cost met-
ric are likely to impactanothermetric (i.e. tradeoff scatter-plots
andregressions).In addition,we show how to estimateachievable
boundsby applyingtheextremevaluetheory[11] to thesampling
points.
It is importantto stressthatthestatisticalanalysisflow is fully au-
tomatedandcanbe run with minimal supervision.Our tool em-
bedsa second-generationcommercialHLS tool, MentorGraphics’
Monet [12], as the behavioral synthesisengine,and it includesa
completeRTL synthesisback-end[13] to supportdesigncostmet-
ric evaluationat variouslevelsof accuracy. Currently, area,execu-
tion speedandaveragepower (or energy) are the supportedmet-
rics, however the tool can be easily extendedto deal with other
metrics,suchastestability. To illustratethesupportedanalysesand
theinsightthatcanby gainedby usingthetool, detailedresultsare
reportedanddiscussed.

2. MONTE-CARLO EXPLORATION
Monte-Carlosamplingof designspace� is the processof ran-

domly generatingdesignpointsa ��� . Generatinga singlesample
point is athree-phaseprocessthatcloselytracksthestepsdoneby a
designerusinga behavioral synthesistool for manualdesignspace
exploration. The stepperformedby a Monet userto instantiatea
designcanbeoutlinedasfollows:
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Figure1: Monte-Carlo designspaceexploration flow

� Constraint specification. In this stepthe designerspecifies
constraintsto drive behavioral synthesis.

� Push-buttonbehavioral synthesis. Monet is run throughthe
variousbehavioral synthesissub-steps(allocation,schedul-
ing, control-datapathseparation,binding) to producea final
RTL netlist.No userinterventionis required.

� Designevaluation. TheRTL netlist is evaluatedfor various
costmetrics(area,delay, power). Thisstepmayemploy RTL
estimators,or it mayinvolveRTL synthesisfollowedby gate-
level estimation.

Noticethatthechoicesmadein thefirst stepfully define,in anim-
plicit fashion,the final implementation.In otherwords,a sample
designa is automaticallyconstructedoncethesynthesisconstraints
are specified. The high-level synthesistool can be viewed as a
push-buttonmappingfrom a setof allocationconstraintsandsyn-
thesisoptionsto anRTL implementationof thegivenspecification.
Accordingto this view, randomsamplingis actuallyperformedon
theconstraintspace.

The iterative Monte-Carlosamplingprocessis detailedin Fig-
ure 1, and can be summarizedas follows. First allocationcon-
straintsarerandomlygenerated,thenMonetis run to obtaina RTL
netlist, which is passedto the costestimationengine. Currently,
two estimationenginesaresupported:thefirst runsdirectly on the
RTL netlist, while the secondcalls RTL synthesis,andestimates
costson the final mappednetlist. Clearly, the secondestimation
flow is muchmorecomputationallyintensive thanthefirst one,but
it is moreaccurate.In thecasestudiesdescribedin the following
sections,we usedtheaccurateestimationengine.
In moredetail, the Monte-Carloexplorationtool contains3 com-
mercialtoolscoordinatedby Perlscriptsfor driving theflow from
high level synthesisto final gate-level (or RTL) implementation
andcostmetric estimation.Behavioral synthesisis performedby
Monet. RTL synthesis(whenneeded)is performedby Synopsys
designcompiler. Accurategate-level estimationof power, areaand
speedarestill performedin theSynopsysenvironment(area,tim-
ing, power reports).Switchingactivity data,requiredfor accurate
poweranalysis,isobtainedby logicsimulationwith Verilog-XL. At
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Figure2: Probability densitiesof Ar ea,Performanceand Power metrics on the designspaceof ellipf.

a reducedlevel of accuracy andcomputationaleffort, RTL estima-
tion employs Monet’s timing andareaestimates.For power anal-
ysis, we usean academicRTL power estimatorbasedon macro-
modeling[15].

With referenceto Figure 1, the first step of a single Monte-
Carlorunis thegenerationof acommandfile (behavioral synthesis
script) for Monet thatcontainstheconstraintparametersfor com-
ponents(quantityand type) andclock period. The generationof
componentconstraintsis randomwithin acompatibilitylist for be-
havioral operationsprovided by Monet. From the output of the
behavioral synthesistool, severalusefulinformationarecollected,
namely, theRTL implementationof thecircuit, theestimatedarea
andcycle time.
At the endof this phase,therearetwo choices.If the high-effort
estimationpath is chosen,the flow goesthroughRTL synthesis
andVerilog simulationof gatelevel implementation,with switch-
ing activity collection. Back-annotationof switchingactivities by
Synopsysdesignpower is thelaststepof a singleMonte-Carloit-
erationthat producethe final gate-level power estimationfor the
consideredrandomtrial. Area andcritical pathareestimatedon
the mappednetlist aswell. If the low-effort estimationis chosen,
RTL synthesisis bypassed.Areaandspeedestimationareprovided
directly by Monet. For power estimation,theRTL netlist is passed
to aRTL powerestimatorimplementedasaPLI add-onto Verilog-
XL [15]. Clearly, the low-effort path is considerablyfasterthan
thehigh-effort one,but accuracy is reduced.In quantitative terms,
accuracy is in averagewithin a 25% error boundandspeedupis
approximatively within a factorof 5. Detailson how RTL power,
speedandareaestimationis performedareout of thescopeof this
work. Refer to [15] and [12] for more information. It is impor-
tant to stressthat theflow is fully automated,given a samplesize
specificationand a behavioral descriptionof the target designin
Verilog/VHDL.

3. DESIGN SPACE CHARACTERIZA TION
The tool flow describedin the previous section generatesa

randomsample%&�(' a1 ���)�)�)� aN * of feasibledesigns,taken from
the designspace � of a given specification,togetherwith ac-
curateestimatesof the correspondingcost metrics f

�
i � 	 a j � , i �

1 � 2 ���)�)�+� K, for all a j �,% . The K-tuple of estimates f j �	 f
�
1� 	 a j �-� f

�
2� 	 a j �-���)�)�)� f

�
K � 	 a j ��� associatedwith agivenimplemen-

tationa j providesthecoordinatesof thepoint thatrepresentsa j in
theK-dimensionaldesignspace.In thissectionwestudythedistri-
bution of thesamplingpointsin orderto capturesomefeaturesof
thedesignspacethey belongto.

For eachimplementationwecollecta largesetof data,including
thecompletesetof HLS constraints(providing theinformationre-
quiredto possiblyreproducethesolutionfor furtheranalysis),the
latency, thecritical path,thenumberof clockcyclesneededto com-
plete execution,the numberof registers,the numberof MUXes,
thetypeandnumberof resourcesinstantiatedduringHLS, thetotal
areaandthe total energy. Although all thesedatacanbe usedto
parameterizethe designspace,in the following we focusonly on
threeparametersrepresentingtypicalarea,power andperformance
metrics:

� A, representingareaasthetotalgatecount;

� T, representingperformanceasthetotal executiontime:
T � Nclk . Tclk, whereNclk is the total numberof clock
cycles,andTclk is theminimumclock period,evaluatedas
thesumof thecombinationalcritical pathanda technology-
dependentoverheadtaking into accountregisterssetuptime
anddesignmargins;

� P, representingaveragepower astheratio betweentotal en-
ergy andtotalexecutiontime.

Figure2 shows thedistribution of thevaluesof A, T andP over a
sampleof 100 feasibleimplementationsof ellipf. We observe
that all parametersare spreadover a wide rangeof values,indi-
catingthat thechoiceof HLS constraintshasa greatimpacton all
designmetrics,clearlymotivatingdesignspaceexploration.

Furthermore,noticethat althoughall distributionshave the ex-
pectedbell shape,in somecases(e.g. figure 2 (a),(b)) the bell is
skewedor it haslong tail. This indicatesthatthedistribution is not
a simpleGaussian,andthat the searchspacecanhave clustersof
solutionsnotonly aroundthemeanvalue.Distributionanalysiscan
beusedfor driving iterative optimizationprocess(suchastheone
proposedin [9]). For instance,if thedistribution is symmetricand
short-tailed,we canexpecta fairly smoothdesignspace,andwe
cantuneaggressively thelocal convergenceparametersof iterative
search.On thecontary, in presenceof long tails andmultiple clus-
ters,we shouldexpectmultiple local minimawith largeattraction
regionsaroundthem. Hencewe shouldemphasizerandomization
in iterative search,to help excapingfrom local minima. Cluster
analysison thedistribution datamayevenprovide informationon
theapproximatelocationof localminima.

Scatter-plotsof Figures3 (a),3 (b) and3 (c) representtheprojec-
tion of thesamplingpointsonthepower-performanceplane,onthe
performance-areaplaneandon thepower-areaplane,respectively.
Solid lines on theplots representlinear regressions,while dashed
lines representin-sampleParetocurves,i.e., thepiece-wise-linear
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Figure3: Designspaceprojectionsof ellipf

interpolationsof the besttradeoffs in the sample. All plots refer
to theellipf benchmark,hereafterusedasa representative case
studyfor reportinganddiscussingdetailedexperimentalresults.
Noticethatmostof thepointslie veryfarfrom thein-samplePareto
curve, motivating automationof the explorationandoptimization
effortsatthislevel of abstraction.A manualconstrain-evaluatepro-
cess,assupportedby second-generationbehavioral synthesistools,
just producesa few samplepointswhich maybevery far from the
Paretocurve.

Moreover, Figures3 (a)and3 (b) aresubstantiallydifferentfrom
Figure3 (c). In fact,while thereis a weaknegative correlationbe-
tweenP andT (Figure3 (a)) andbetweenT andA (Figure3 (b)),
thereisastrongpositivecorrelationbetweenPandA (Figure3 (c)).
This is shown by theregressioncurveson theplotsandquantified
by cross-correlationcoefficients-0.16for P andT, -0.24for T and
A and0.78for P andA.
It is alsoworth discussingthe peculiarshapeof the Paretocurve
reportedin Figure3 (c). For positively-correlatedmetrics,Pareto
curves should in principle reduceto a single point representing
thesolutionthatsimultaneouslyoptimizesbothparameters.In our
samplethereweretwo points,denotedby A andB in Figure3 (c),
that were good candidatesto approximatethe degeneratePareto
curve. However, therewasalsoa third point, denotedby C in the
plot,associatedwith acompletelydifferentsolutionproviding min-
imumareaatacostof a50%increasein termsof power. Hence,the
scatterplot of Figure3 (c) givesrise to two observations. On one
hand,the high correlationbetweenpower andareasuggeststhat
area-reductiontechniquescouldbeappliedto obtainlow-powerde-
signs.Ontheotherhand,thepresenceof pointC clearlystatesthat
areaandpower optimizationarenot the sameproblemandcases
exist wereunawareareaminimizationmayimpairpowerreduction.

4. DESIGN SPACE BOUNDING
In this sectionwe focuson the tails of the distributionsof the

designparametersin an attemptof extrapolatingfrom the sample
realisticboundsfor the designspace.Boundingthe designspace
is a challengingtaskfor two mainreasons:first, theprobabilityof
observingthe tails of thedistributionsduringuniform samplingis
smallby definition;second,non-trivial feasibleboundsareusually
beyondthelargest(smallest)observedvalues.Weaddresstheseis-
suesin theframeworkof extremevaluetheory[11] (EVT), abranch
of statisticsdevotedto thecharacterizationof theextremebehavior
of probabilitydistributions.

4.1 Extr emeValueTheory (EVT)
The value taken by eachmetric (e.g.,power P) over the entire

designspacecanbeviewedasa randomvariablewith anunknown
distribution F 	 x�9� Pr ' P : x * . Let usdenoteby PM

�
n� themaxi-

mumof n independentobservationsof P:

PM
�
n� � max' P1 � P2 �������;� Pn *

It caneasilybeshown thatPM
�
n� is arandomvariablewith distribu-

tion Fn 	 x� . Wedenoteby pn < ε thevalueof P for whichPr ' PM
�
n� �

pn < ε * : ε, i.e., a point thathasa probability lessor equalthanε of
beingpassedby at leastoneof n observed valuesof P. For large
valuesof n andsmallvaluesof ε, pn < ε providesa goodestimateof
theextremepoint of thedistributionof P.

In our case,however, the parentdistribution F 	 x� is unknown,
making it impossibleto computeFn 	 x� and,ultimately, to apply
the above methodology. Hereis whereEVT [11] comesinto the
picture by demonstratingthat, regardlessof the unknown parent
distribution F 	 x� , the distribution of its extremevaluesconverges
to a family of known distributions(hereafterdenotedby G 	 x� ) asn
tendsto infinity. Hence,distributionG 	 x� canbecharacterizedand
usedin placeof Fn 	 x� to computepn < ε. Characterizationof G 	 x�
requiresa sampleof mobservedvaluesof PM

�
n� .

4.2 EVT and DesignSpaceBounding
Monte-Carlodesignexplorationprovidesa sample% of N inde-

pendentvaluesof eachdesignmetric(wekeepusingP asanexam-
plemetric).We partitiontheoriginal sample% in clustersof sizen
andwe take themaximumvalueof P from eachsample.Whatwe
obtainis a sampleof m observedvaluesof PM

�
n� , with m � N = n:

% M
�
n� �>' PM

�
n� < 1 ���)�)�)� PM

�
n� <m *

Assumingthatn is largeenoughto considerG 	 x� a goodapprox-
imation of the actualdistribution of PM

�
n� , % M

�
n� can be usedto

characterizethemean(µ) andthevariance(σ) of G 	 x� . Then,G 	 x�
canbeusedto obtainpn < ε, for agivenε.
Thequality of pn < ε asa boundfor thedesignspacedependson the
ordern of theobservedmaxima,andon thenumberm of available
observations.In particular:

� for small valuesof n, PM
�
n� doesnot representa significant

extremepoint;

� for small valuesof n, G 	 x� is not guaranteedto be a good
approximationof Fn 	 x� ;

� for small valuesof m, the sizeof % M
�
n� doesnot guarantee

thestatisticalsignificanceof theestimatedvaluesof µ andσ.



In summary, the quality of the bounddependson the numberof
available? pointsin theoriginal sample:N � n . m.

We performedseveral experimentsto test the strengthand ro-
bustnessof EVT whenappliedto designbounding. For this pur-
posethe Splusexcode2.s codepackage[16] was adaptedfor
usewith R [14]. This packageprovidesseveral functionsfor GEV
fitting andextremevalueprofiling. Resultsdiscussedhereafterre-
fer to the minimum-achievablepower consumptionof benchmark
circuit ellipf. Figure 4 plots the estimatedlower boundas a
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Figure 4: Plot of the estimatedminimum power of ellipf as
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function of the ordern, for fixed m C 50 and ε C 0 D 01. The to-
tal numberof samplesrequiredto computeeachlowerboundwere
n E m C 50n. Theobservedminimumpower is alsoplottedfor com-
parison.We remarkthat the lower boundis a decreasingfunction
of n thatstartsabove theobservedminimum(for n C 1 and2) and
thenstabilizesbelow theminimumobservedvalue. For n C 1, the
populationof order-1 minimacoincideswith theparentpopulation
of P. The reasonwhy the estimatedminimum is above the ob-
served minimum is two-fold: first, for n C 1 the asymptotictail
equivalenceof G F xG andFn F xG is not demonstrated;second,pn H ε
with ε C 0 D 01 representsa valuethatcanbereachedandpassedby
the1% of theobservedvalues.Nevertheless,for valuesof n larger
than3, pn H ε startsproviding useful informationby extrapolatinga
lower boundthatis below all observeddata.
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Figure5 plots theestimatedboundasa functionof m for fixed
n C 10 andε C 0 D 01. In this case,what changesis the statistical

Benchmark max(reached) max(estimated) d%
ellipf 26.12mW 28.58mW + 8.6
dft 2.56mW 2.98mW + 14.1
fir 13.12mW 14.11mW + 7.0
my sample 8.12mW 8.25mW + 1.57

Table1: EVT applied to maximum power estimationfor differ -
ent benchmarks.

significanceof theestimatesof µ andσ, thatultimatelyimpactsthe
confidenceinterval of thelowerbound.Thedecreasingbehavior of
the95%confidenceinterval is alsoplottedin thegraph.Weobserve
that it is rapidly decreasingfor valuesof m from 20 to 50, while it
is almostconstantfor largervaluesof m, indicatingthatm C 50 is
a goodtradeoff betweensamplingsizeandstatisticalsignificance.
Figure6 shows thejoint effectof thetwo previousgraphsby using
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Figure 6: Plot of the estimatedminimum power of ellipf as
a function of the number of order (n) of extremesamplepoints,
for a fixed number of samplesin N .

a constantnumberof N C 700samples,while changingbothn and
m in sucha way that n E m C N. For small valuesof n (left-hand
sideof thegraph)thelow ordermakesthelowerboundcloseto the
observedvalues,while for largevaluesof n thereducednumberof
observationsmakestheestimateunstable.

It is importantto remarkthat the impactof m andn on the ex-
tremevalueestimatesdoesnot dependon the benchmark,so that
thecasestudydiscussedin thissectionprovidesgeneralguidelines
for theapplicationof EVT to designbounds.

Finally, Table1 shows theresultsof applicationof EVT to com-
putepower upperboundsfor a setof behavioral benchmarks.The
secondcolumnreportsthelargestpowervalueobservedin thesam-
ple, the third shows the EVT upperbound,andthe fourth reports
thepercentagedifferencebetweenthe two. Theupperboundesti-
matesareobtainedwith thesamesamplesize.Thetableshows that
thetightnessof theboundsdoesnotdependonsamplesize,but it is
a functionof thesampledistribution. In otherwordsit is aproperty
of thetopologyof thedesignspace.

5. CONCLUSION
Optimization-orienteddesignexplorationusuallyperformedby

HLS toolsprovidesa partial view of thedesignspace,affectedby
the needof efficiently finding optimal solutions. In this paperwe
performunbiaseddesignexplorationto provideacompleteview of
thedesignspaceandcaptureits mainfeatures.We have developed
a tool flow thatautomaticallyperformssamplingandcharacteriza-



tion of the entiredesignspacebeforeactuallystartingthe design
process,O sothatefficiency is not acritical issue.
We have reportedand discussedrepresentative experimentalre-
sults, showing examplesof the type of resultsand insights that
canbeobtainedby thestatisticdesignspaceexplorationapproach.
Moreover, wehaveshown how to applyextremevaluetheoryto the
estimationof feasibleboundsfor the designspace.Designspace
characterizationandboundingcanbe usedto find optimal trade-
offs, to decidehow to escapefrom local minima, to evaluatehow
farwearefrom theglobaloptimumandto evaluatehow hardit will
beto getit.
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