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ABSTRACT

Design methodologies for high performance Direct Digital Fre-
quency Synthesizers (DDFS) are described. Traditional look-up
tables (LUT) for sine and cosine are merged with CORDIC-inter-
polation into a hybrid architecture. This implements DDFS-sys-
tems with high resolution without being specific to a particular
target technology. Amplitude constants were obtained from ma-
thematical trigonometric functions of the IEEE math_real pack-
age. These constants were then written via simulation of a VHDL
model into a fully synthesizable package. Systematic and detailed
studies varying the synthesizer’s inherent parameters lead to a
design optimum of the LUT/CORDIC-ratio, which minimizes
power and silicon area for a given clock frequency.

Categories and Subject Descriptors
M1.5: Logic and high-level synthesis and optimization

General Terms
Algorithms, Design, Languages, Theory.

Keywords
HDL-based Design, Direct Frequency Synthesis, Design Optimi-
zation and Reuse, CORDIC Algorithm.

1. INTRODUCTION

Direct Digital Frequency Synthesis (DDFS) based on Numerically
Controlled Oscillators (NCO) is an established method for genera-
ting quasi-periodic sinusoid signals whenever high frequency re-
solution, fast changes in frequency and phase, and high spectral
purity of the output signal are required [1]. Applications range
from instrumentation to modern communication systems, inclu-
ding spread-spectrum and phase shift-keying modulation techni-
ques [2,3]. The paper presents a design methodology for high-
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performance high-precision reusable DDFS cells suitable for
unrestricted porting into any available semiconductor technology
and, as a functional block, into any system-on-a-chip design,
containing an NCO. The innovative aspects of our approach are

« the technology independent HDL-description of the design;

e part of the design files needed for synthesis is generated via
simulation of a VHDL model, as mathematical functions from
math_real package are not directly synthesizable;

« anew efficient hybrid generation scheme for the signal ampli-
tudes, combining within the same model look-up tables
(LUTSs) with CORDIC algorithmic procedures.

No technology specific ROM generators have to be employed. If
LUT and CORDIC portions are properly balanced, the sine and
cosine amplitudes may be obtained by means of efficient combi-
natorial implementations of the LUTs by logic gates, especially
for high phase and frequency resolution. This hybrid scheme com-
bines the advantages of both the LUT and CORDIC approach: (i)
fast access and power efficiency of moderately-sized LUTs and
(ii) arbitrary precision obtainable from a systematic iteration algo-
rithm. The design portfolio obtained by moving from full COR-
DIC- to LUT-architectures was completely explored by systema-
tic case studies using VHDL models, simulation and synthesis.
These experiments show, that optimum LUT/CORDIC ratios can
minimize use of power and silicon area for a given maximum
clock frequency. The hybrid scheme is compatible with a synthe-
sis based standard semi-custom design flow to arbitrary target
technologies, and, hence, constitutes a truly reusable implemen-
tation. Pure ROM-based direct digital frequency synthesizers, in
contrast, typically resort to a full-custom flow for the LUTSs.

As in many high performance design problems the performance is
intimately related to the cost of hardware implementation. In order
to critically examine this tradeoff we developed a methodology
which allows for evaluating actual hardware costs by means of
synthesis to and layout generation in a particular technology. For
this end a single model approach was developed, containing the
complete design, permitting parametric variation of the set of
design parameters.

*This work was supported by the German Federal Ministry of Education
and Research under contract FKZ1709399.



2. DIGITAL FREQUENCY SYNTHESIS

An NCO is a digital block, which renders digital word sequences
in time at a given clock frequency fc k, which thereafter must be
converted into analog signals to serve as an oscillator. The re-
quired digital-to-analog converter (DAC) will not be considered
here. Fig. 1 shows a block diagram of an NCO system generating
sine and cosine functions.
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Figure 1. Block Diagramm of an NCO.

The overflowing phase accumulator (PA), clocked with fc , ge-
nerates the phase sequence Q(n). The phase summing block
(PSB) performs in-flight phase jumps, and the function generator
(FG) produces the sine and cosine amplitude values for the actual
phase Q(n). In each clock cycle, the frequency input word, f, of
resolution FW bits, is added in the PA. Hence the output fre-
quency equals fo xxf/2FW*1, and the frequency resolution is given
by fo /27V*1. Via PSB, the PA output addresses the FG, which in
most applications is a look-up table (LUT), [1,2] yielding FGO-
bit wide amplitudes. The resolution AW of the internal phase, a,
is generally much coarser than the FW precision (phase trunca-
tion), but must be in line with the amplitude precision, FGO, i.e.
AW > FGO+1+log2(m) [6].

A DDFS based oscillator is thus a straight feed-forward computer
algorithm without any feedback or resonance typically employed
in traditional frequency generators, as Voltage Controlled Oscilla-
tors (VCO). The resulting signal stability is therefore solely de-
pendent upon the quality of the time reference used (typically a
high-Q quartz crystal oscillator clock), which in turn is deter-
mined by crystal quality.

2.1 Function Generators

With increasing resolution, LUTs for sine/cosine amplitudes may
become prohibitively large. For a given amplitude resolution
FGO, the LUT capacity is 0 FGOx2"" bits; standard specs, as
FGO = 186, require an 8-Mbit ROM. Regarding chip area, power
budget and performance, LUTSs thus represent bottlenecks in NCO
design. As all amplitude values for sine and cosine are contained
within 0 < Q < 174, the LUT entries may be restricted to the first
octant of the unit circle. LUT size may be further compressed [3],
implying additional hardware, which also may introduce additio-
nal spurious contributions to the output spectrum. High-resolution
FGs may be implemented with LUT-free hardware, by means of
the CORDIC algorithms [4-6]. Here the amplitudes are obtained
by iteratively rotating the vector (x; ;) in the polar plane. In-
crements or decrements of the rotation angle, z; in steps of a; =
arctg(2") amount to successive binary shifts (i.e. divisions by 2)
of x; and y;. The algorithm thus computes the set of equations

Xis1 = X -G y; 2"
1) Yir =i +Gi 2"
Zir1 = Z; - 0i 0

The positive/negative sense of each rotation, g; must be chosen
such that the procedure converges, i.e. gi=sign(z;). The sequence
of the x (y) values converges to the amplitude value of the cosine
(sine) function for a given phase angle Q(n) = z,. Each iteration
renders one bit of the binary amplitudes, e.g. for FGO = 16 at
least 16 iterations have to be performed. In order to achieve a lar-
ge signal bandwidth, the Nyquist criterion implies a high speed
CORDIC architecture in a pipeline array, with dedicated add/sub-
tract/shift blocks for each iteration stage for both x and y. This,
however, is rather chip-area and power intensive. Hence a hybrid
FG scheme is presented in the following, which merges the two
traditionally different lines of attack (algorithmic vs. table look-
up). We unify the two approaches into one single VHDL descrip-
tion, offering the possibility for a critical evaluation, and systema-
tic and consistent optimization of the entire functionality against
in part conflicting constraints, as power, silicon area, switching
speed, frequency resolution and spurious suppression. Under hy-
brid architecture we thus would understand here the resulting new
entity, fully exploiting the relative advantages of its original
constituents.

2.2 Hybrid Function Generators

The CORDIC iterations of equs. (1) start with index ig; = O,
thereby scanning the polar angle space of Tt Due to symmetry, on-
ly phase values from the first octant have to be considered, from
which sine and cosine values for the remaining octants may be de-
duced. The actual octant is determined by the three most signifi-
cant bits of the input phase word a. Exploiting symmetry corre-
sponds to two iterations, leading to a starting index ig.x = 2. By
further restricting the CORDIC iterations to a binary-fraction seg-
ment of the first octant, fewer iterations and fewer pipeline stages
are required to achieve a given accuracy in the amplitude outputs.
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Figure 2. The initial x- and y-values (&, n, resp.) in
four 1/32 segments of the unit circle. Segments are
selected by the fourth and fifth MSB of the phase input
word a (e.g. 000 00..., 000 01..., etc.).

The algorithm then has to be started in the respective wedge by
suitable x and y starting values, denoted in Fig. 2 by & and n, to
be provided by an additional LUT. The addresses for the required
LUT starting values for each wedge are obtained from the bits fol-
lowing the first three most significant phase bits. Thus 252
CORDIC stages may be replaced by (¥2)®2"2 octant fraction itera-
tions to further increase the index to ig,: above 2. Each new bina-
ry octant fraction requires the corresponding 22 initial value



pairs for x and y. Generally, the relevant addresses for the re-
quired LUT starting values are obtained by decoding the bits from
position AW-4 to AW-FS-1 of the FG input phase word a, were
FS is the index number ig, Of the first activated CORDIC stage.

For illustration, we subdivide the first octant into four wedges, c.f.
Fig. 2. Then the fourth and fifth bit address the four pairs of LUT
entries, &, and n,, for n = 0...3, which are the starting values for
the FG for the respective angle wedge ‘n’. In this example, the
first activated CORDIC stage would carry the indeX g, = 4.

Figure 3 shows a block diagram of such a hybrid function genera-
tor. The relevant addresses for the required LUT starting values
are obtained by decoding the corresponding bits from position
AW-4 to AW-FS-1 of the FG input phase word (see inlay in
Figure 3).
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Figure 3. Hybrid FG block scheme. a is the phase input
word. Two look-up tables LUT_X and LUT_Y, provide
the inputs & and n for the first activated CORDIC
stage. The final x/y amplitudes are mapped to the
target octant by X/Y_CONTROL. The inlay shows the
bit assignment for a in the case of FS = 4: Leading bits
contain the octant information, the next two bits
reference one of the 1/32-segments (see Fig. 2), all
remaining bits define the angle target value.

As size and power budgets for LUTs on one hand and CORDIC
on the other scale differently with amplitude resolution, there is
potential for optimizing hybrid NCO designs by suitably balan-
cing LUT size against the number of CORDIC stages. For a
systematic and consistent optimization scheme, a fully synthesi-
zable VHDL model was developed to control the architecture via
VHDL generics and appropriately set constants. Synthesizing the
model with the CAE tools of Synopsys and AMS 0.35um CMOS
standard cells and using simulations with ModelSim, the effect of
varying the LUT/CORDIC partitioning of the FG was inves-
tigated. The basic DDFS parameters, as amplitude word length,
FGO, precision, AW, of the angle value a addressing the FG, and
the word length of the frequency word, FW, were set to typical
values (FGO = 16, FW = 32 and AW = 20), implying spurious re-
jection of better than 90 dB.

3. MODELING TECHNIQUES

Numerically controlled oscillators (NCO) generate in time values
of the sine and cosine function. Therefore, any available source of
such functions may serve as reference for HDL-model testing.
These sources must offer sufficient numerical accuracy and must
interface to HDL test-bench requirements via an ASCII format.

An HDL subroutine, implementing e.g. Taylor expansions, may
be an alternative, if accuracy above a certain commercial tool per-
formance is needed. For our NCO design and testing, we use the
functions si n and cos from the the math_real package of the
IEEE library. A representative, not further specified check of
function implementations in the math_real package may be found
for representative  value parameters under URL
http:/fwww.eda.org/math/testbench/real tests.vhd] It checks, that
the accuracy of functions, like si n and cos, as included in the
ModelSim simulator, exceeds 8 decimal digits (24 bits).

Because of ample availability of references for trigonometric
functions, and the relative simplicity of the CORDIC algorithm,
our model was described from the outset in RTL, skipping the al-
gorithmic behavioral design step, which commonly comes first.

3.1 Test-Bench Concepts
Aside from si n and cos, the test-bench requires the functions
ar ct an, round, abs and the constant MATH_PI as included in
the math_real package, to establish the reference values, error le-
vels, and error statistics. The reference, cos_r ef , and the error
value, cos_err, of, e.g., the cosine are calculated as follows
cos_ref := integer(round

(cos(real (a_del ay(a_del ay' high))/

real (2**(a' high))* MATH PI) * real (2**(XY-1))));

cos_err := abs(conv_integer(cos_nco -
conv_signed(cos_ref, XY)(XY-1 downto XY-FGO)));

Similar to Fig. 3, the delay in this testbench, a_del ay, mimics the
delay array structure for the angle value a. The error (in LSBS) is
calculated from cei | (1 og2(cos_err+1)), where cei | de-
notes the rounding-up function and | og2 the dual logarithm from
math_real package. This formula yields OLSB errors for an
absolute error value cos_err = 0, 1LSB errors correspond to
cos_err =1,2LSBerrorsto 1 <cos_err <3, 3LSB errors
to 3 < cos_err <7, etc. The amplitude range is 2" to 2'°-1 for
FGO = 16. Reference values and errors for the sine generated by
the NCO model were obtained accordingly.

The test-bench method established here uses standard textio func-
tions to record in textual files the error statistics and calculated
values of sine and cosine, as generated by the NCO model, e.g.,
for harmonic or SNR analysis via third party tools to process sig-
nal samples in any ASCII format, e.g. like Matlab. The test-bench
further reads input data values for the ports nrst, f, and p, as
defined in 3.2.1 for the NCO model (Entity under Test), and their
corresponding timing data, using again standard textio functions.

3.2 Model structure
The hierarchy structure of the NCO model implementing the NCO
structure, shown in Fig. 1, is as follows:
/-> nco
|---->fg
|----> start_xy

|----> cordic
| ----> cordic_stage

The nco module contains the phase accumulator and the phase
summation block, and references the function generator compo-
nent (f g). The f g component uses the LUTs for X- and Y-path,
provided by start_xy, and contains the cor di ¢ component,
consisting of the appropriate number of stages, cor di c_st age.


http://www.eda.org/math/testbench/real_tests.vhd

3.2.1 The NCO main module

The nco main module contains also input registers for f and p,
and optional output registers for cos and sin. It provides for a
signed/unsigned format of the output signals. In order to increase
the data throughput rate by a the factor MULTI , the model imple-
ments a parallel time-multiplexed architecture [2], where each FG
generates every MULTI -th sample of the sine/cosine-waveforms.
The model suitably offsets the input angle values for the
successive function generators and includes a MULTI -to-1 MUX,
to select alternatingly the outputs of the respective FGs to recon-
struct the final periodic waveforms. This MUX is the limiting
factor for a hardware implementation, since it has to be clocked
with the full clock frequency f.. If a target clock of 800 MHz is
to be achieved, MULTI = 4 ideally will result in an effective clock
of 800MHz/MULTI =200 MHz for the PA-, PSB- and FG-blocks,
but the MUX has to operate at the full system clock frequency. In
the following, however, we will restrict the discussion to
MULTI =1, i.e. asingle FG.

To obtain high throughput of data, the module nco is pipelined.
The interface description of the nco module reads:

entity NCOis

generi c(

MULTI : positive := MILTI_C

FW . positive := FWC

PW : positive := PWC;

AW . positive := AWC,

FS : natural := FS G

LS . positive := LS C

XY . positive := XY_C

z . positive := Z_C

FGO : positive := FGO_C

RND_ACC natural range 0 to 1 := RND ACC C
RND_QUT natural range 0 to 1 := RND _QUT_C,
GLOBAL_RST : natural range 0 to 1 := GLOBAL_RST_C,
SIGNED_QUT : natural range 0 to 1 := SIGNED QUT_C,
QUT_REG natural range 0 to 1 := QUT_REG C
COs_EN natural range 0 to 1 := COS_EN C

SI N_EN natural range 0 to 1 := SIN_EN O);
port (

nrst in std_logic;

cl k in std_logic;

en :in std_logic;

f :in std_logic_vector(FW- 1 downto 0);
p :in std_logic_vector(PW- 1 downto 0);
cos : out std_logic_vector(FGO - 1 downto 0);
sin : out std_|ogic_vector(FGO - 1 downto 0);
cl k_out out std_logic);

end NCO,

The generics refer to the following model parameters: MULTI is,
as mentioned, a positive integer for defining the number of inter-
leaving FGs. FW and PW define the input word bit width for fre-
quency and phase control words. AWis the angle word bit width at
the f g module input, resulting from the (truncated) PA output.
FS(LS) is the index number of the first(last) actually activated
CORDIC stage. XY denotes the X- and Y-path bit width. Z is the
Z-path bit width, FGO defines amplitude bit widths at the outputs.

There are some additional generics for setting certain system fea-
tures: RND_ACC may be set (RND_ACC=1) to round the PA-out-
put word after truncation. Since the internal wordlength (XY) of
the FG exceeds the number of bits considered at the NCO-output,
FGO, rounding of the amplitudes may also be implemented
(RND_OUT=1). For GLOBAL_RST=1, the global nr st signal
initializes all registers, otherwise, only registers of the phase-accu-
mulator PA are initialized. For SI GNED_QOUT=1, the nco out-

puts si n and cos are in two’s complement format, or else, in bi-
nary format. For OUT_REG=1 the nco output is registered,
otherwise unregistered. If no quadrature-signals are needed, no
output structures for unwanted amplitudes are generated by enab-
ling cosine or sine calculation only, using COS_EN=1 or
SI N_EN=1 respectively.

3.2.2 The function generator

The function generator, f g, calculates the sine and cosine ampli-
tudes, determines the initial value for the Z path of the CORDIC
algorithm, sets the delay to bring in line the first three MSBs of
angle a, used for the octant decoding, with the delayed results
from the pipeline of the cor di c_st age modules. These three
bits control the final amplitude word output. Il.e., the values obtai-
ned for the first octant from the X and Y paths of the cor di c
module have to be mapped into the actual octant by swapping
and/or sign inversion to obtain a four-quadrant sine and cosine
output stream.

There are two sub-modules cordic, and start_xy. The
start_xy module contains LUT(s) to render the initial values
for X and Y paths of the CORDIC algorithm. It offers both regi-
stered and unregistered outputs. The LUTs of module st art _xy
may be implemented in various ways, €.g.

e Combinatorial, i.e. by automatic logic synthesis of the array of
constants described in VHDL,

< Diffusion ROM, as obtained from the silicon provider,

« Any FPGA ROM macro directly synthesized by the FPGA
provider’s specific place&route tool.

The cordi ¢ module is purely structural, and implements the

chain of the subsequent modules cor di c_st age, each with a

stage dependent bit width for the Z path. The interface of the
module cor di c_st age reads as follows

port (
nrst : in std_|ogic;
clk : in std_logic;
Xi :in signed(XY-1 downto 0);
yi : in signed(XY-1 downto 0);
Zi :in signed(Z-1 downto 0);
X0 : out signed(XY-1 downto 0);
yo : out signed(XY-1 downto 0);
zo : out signed(Z-2 downto 0));
where xi , yi, zi are the input vectors for the CORDIC itera-

tions and xo, yo, zo denote the results of X, Y, and Z paths. The
Z-path bit width is Z- (| - FS) at the input, and Z- (| - FS+1)
at the output. The index | labels the various stages of the COR-
DIC part of the FG.

3.2.3 Hardware efficient synthesis

As the model is intended for later NCO implementation into larger
systems, the source code was written in order to save hardware
resources by means of:

1. a decreasing bit width in the Z-path of consecutive cor -
di c_st age modules, as in the CORDIC algorithm the
number of bits decreases by one per stage;

2. setting the MSBs, i. e. the bit behind the sign bit, in the X

path equal to ‘1’ in all stages, since cosine values in the first
octant are close to 1;



3. setting the sign bits equal to ‘0’ in the LUTSs for both the X
and Y path (start_xy module), as there are positive
amplitudes to be expected in the first octant;

4. deleting unnecessary arithmetic and output registers in the Z
path in the last algorithmic stage;

5. deleting overflow correction in all stages, where not needed.

Point 5 is not straight forward. The stages which will require
overflow correction will vary with parameter settings. By default,
an overflow correction is performed for all CORDIC stages in
both the X and Y path. In order to detect the relevant stages, the
nco model is simulated, utilizing the assert VHDL statement to
print out this information. Overflow correction logic is then retai-
ned only in those stages where necessary.

3.2.4 Hybrid System Partitioning

The nco model can be used to obtain also a pure CORDIC (i.e.
LUT-free) implementation of the NCO, although our prime focus
was to design a synthesizable source for hybrid NCO implemen-
tations, combining LUT and CORDIC. For such a hybrid scheme,
it is necessary first to calculate and then to write back the contents
of the LUTs of the st art _xy module, which provides the initial
values for the X and Y CORDIC algorithm paths (cosine and sine
resp.). Moreover, it is necessary to calculate consecutive values of
the angle in- or decrements, o; = (arctan2”), required in the
CORDIC algorithm to execute the Z path. Unfortunately, it is not
possible to use directly the math_real functions, as sin, cos,
arctan, in synthesizable VHDL source code. Alternatively, manu-
al calculations with a pocket-calculator are work- and time-consu-
ming, especially for hybridization levels significantly shifted to-
ward the pure LUT case. For a CORDIC implementation with a
starting stage equal to 10, e.g. the computation of 2x28= 512
(sine/cosine) values is necessary. Therefore, a module const gen
was developed, to generate the package const (const.vhd) using
the textio and math_real packages. The math_real package con-
tains all the required sine/cosine and arctan subroutines and con-
stants. Via the simulation of const gen, where execution time
does not matter, we obtain the required package including initial
constant values for X, Y and Z paths, and further needed data.

The contents of the const package varies from implementation
to implementation (i.e. depending upon parameter setting). The
const gen module, therefore, is parametrizable, allowing to ge-
nerate any package needed for a certain setting. Size and line
count of the file grow exponentially with increasing the starting
stage number of the CORDIC algorithm. If sufficiently accurate
functions are not available through the math_real package, it is
possible to generate the package const using a subroutine coded
e.g. in C or VHDL by means of Taylor expansion. In other words,
the module const gen generates part of our model, utilizing
standard packages as math_real and textio. It also is used to ob-
tain a memory map for a diffusion ROM, in our case the AMS
ROM generator, and any other ASCII format generation is also
possible.

4. LAYOUT AND DESIGN VERIFICATION
For a systematic and consistent evaluation of the advantages or
disadvantages of differently partitioning the FG of an NCO, logic
synthesis and layout generation with CAE tools of Synopsys and
Mentor Graphics were applied. The AMS 0.35um CMOS process
was chosen as the target technology. Using a typical set of DDFS

parameters (FGO = 16, FW = 32 and AW = 20), all internal para-
meters (FS, LS, XY) where systematically changed and the effects
on chip area, performance and power budget were investigated.
The design flow was as follows: the gate level designs obtained
from the Synopsys Design Compiler were used to generate an
EDIF netlist, from which a schematic was derived in Men-
tor Graphics’s proprietary data format EDDM, using Mentor's
Schematic Generator tool. Pre-layout simulation was done for an
event-driven timing analysis with QuickSimll. Layout was genera-
ted with IC Station. Verification and parasitic extraction was done
with ICrules and ICextract, the latter generated an ASCII back-
annotation file. For post-layout simulation we used the Quick-
Sim Pro FlexSim Integrator tool for HDL/schematic co-simu-
lation, which permitted to use the original VHDL testbench for
verification. Since the tools for generating a proper clock tree du-
ring layout synthesis were not available, a quasi clock buffer tree
was inserted already during logic synthesis using the ba-
lance_buffer-routine from the Synopsys Design Compiler. There-
fore, a post layout static timing analysis with QuickPath was
performed in order to check path delays, clock tree skew, and to
perform a slack analysis.

5. RESULTS

Area and power of NCOs were investigated with various synthesis
runs, with different degrees of hybridization for timing constraints
set to implement a ‘fast” (fo_x = 200 MHz) or a ‘low power’ (fc .k
= 20 MHz) version. This systematic study was facilitated by our
flexible and fully parametrizable VHDL model. If an optimum
number of LUT entries is replaced by CORDIC stages, or vice
versa, there is a remarkable decrease both in area and in power
dissipation as compared with pure CORDIC or pure LUT solu-
tions. The LUTs were implemented by combinatorial gates, and,
alternatively, by using a ROM layout generator. With the
generator provided by AMS, ROMs may be generated with a
capacity in the range of 2.048 to 524.288 bits. The minimum
number of data words which can be processed is 512. Hence the
minimum ROM size is 512x19 for the X- as well as for the Y-
LUT (FS = 11), whereas the maximum ROM capacity investiga-
ted was 8192 x 19 (FS = 15).
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Figure 4. Core area in pm? for 0 < FS < 15. The chip
was area optimized for 20 MHz clock (‘area’). Best
timing performance reached 200 MHz (‘timing’).
‘ROM’ indicates an AMS-ROM for LUT. ‘Layout’
refers to chip areas after layout generation.

The core area of the different implementations is shown in Fig. 4.
As a reference point, the area for a pure CORDIC-solution



(FGO=16, FW=32 and AW=20) with fc x = 200 (20) MHz reads,
according to the Synopsys area report, 1.89 (1.08) mm2. Actual
layout sizes after place and route for the 200 MHz solution are
given as well. Area estimates are available for combinatorial
LUTs in the range of 0<FS<13. Larger FS—values require genera-
ted ROMs, so employing ROMs as LUT was investigated for
11<FS<15. Note that even for FS=15 there are still two CORDIC
stages needed, to iterate the LUT-values to the desired precision,
i.e. LS=16.

If a pure LUT-based solution for the FG is to be designed, then
two tables for sine and cosine are needed with a word length
FGO=16 and an address length AW. Implementing this in ROMs
results in an area of 10.93 mm2, which is off scale in Fig. 4. Hen-
ce, pure LUT solutions are far from offering the area efficiency of
hybrid implementations. In the case of combinatorial ROMs,
broad area minima are centered around FS=9 for both clock speci-
fications. The minimum area for 200 MHz is 1.13 mmz, for FS=9,
and, for 20 MHz, 0.68 mm?, for FS=8. If diffusion ROMs are
implemented, there is a further reduction to 1.07 mm2 (200 MHz,
FS=11) or 0.75 mm? (20 MHz, FS=11). Note that after place and
route, the area curve is shifted, and for a larger LUT portion, the
actual chip area is nonlinearly increased as compared to the
Synopsys derived results. The minimum is then in the range of
FS=7 to 8. The size of the area optimum (FS = 7) is 1,283 x 1.149
mmz2. As the maximum fe x we obtain 170 MHz from QuickSimll
including back-annotation for this design. So there is a moderate
15% performance reduction due to layout related effects as com-
pared to the Synopsys timing reports. The average clock delay in
the design with respect to the master clock is 1.47 ns, whereas the
maximum clock skew for the 610 registers is 0.2 ns.
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Figure 5. NCO power consumption in mW as function
of FS from 0 to 15 (legend c.f. Fig. 4).

Fig. 5 shows results for the power dissipation of the various NCO
implementations. Obviously, high performance adder/subtractors
in the CORDIC stages play an essential role for the power budget.
The pure CORDIC implementation (FS = 0) with fc x = 200 (20)
MHz consumes 415 (33) mW. If the 20 MHz and the 200 MHz
implementations are compared, power will not scale with fc x, as
the high speed version (200 MHz) uses fast adders as carry look
ahead, whereas the power-optimized slower (20 MHz) solution
uses simple and power efficient carry ripple adders.

If CORDIC stages are replaced by LUT, power consumption de-
creases, as the access to LUT data implies less switching activity

than the add/shift operations in the CORDIC stages. However, in-
creasing LUT size, the gate and wire capacitances to be charged
increase as well. Therefore, the gradient of power curves dimi-
nishes with increasing FS-values. For FS = 12, for 200 (20) MHz
clock power reaches the minimum at 161.9 (11.12) mW. For the
pure LUT implementation, the power dissipation of the ROMs is
estimated 786 mW at 200 MHz, which again is far above the
figures for the hybrid FG architectures reported here.

6. CONCLUSIONS

We presented a new hybrid generation scheme for the signal am-
plitudes for NCO, which combines traditional look-up tables with
the algorithmic iterative procedures of the CORDIC algorithm. As
the investigations in the paper showed, no technology specific
ROM generators are required to implement area and power
efficient NCOs. Therefore such hybrid architectures enable tech-
nology independent HDL descriptions of high performance, high
precision DDFS systems, which allow for full portability and re-
use of NCO cells.

The key component of the NCO design flow is a fully parametri-
zable VHDL model. To get a synthesizable model, the LUT en-
tries originated from the math_real package. They then were writ-
ten out using textio functions to automatically generate the source
code of a package, which contains all the required information as
constants. This method is applicable to other mathematical func-
tions as well. The performance of the NCO design was tested by
synthesis to a 0.35um CMOS technology with systematic varia-
tions of the nco parameters. Our evaluation of hybrid CORDIC/-
LUT implementations showed that this approach outperforms tra-
ditional pure algorithmic (CORDIC) as well as pure look-up table
solutions (LUT) in terms of layout area and power budget.
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