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Abstract and license system-level integration and communication architec-
This paper presents dTTERYBUS a novel high-performance tures [6, 7, 8]. Communication protocols commonly used in these

. : ] ; rchitectures include priority based arbitration [7], time division mul-
communication architecture for system-on-chip (SoC) designs. T - i ;
LOTTERYBUS architecture was designed to address the foIIowinz?plexmg [6], and token-ring mechanisms [9]. We later demonsirate

limitations of current communication architectures: (i) lack of con- hat some of the on-chip communication architectures mentioned

: g : : above are not capable of providing control over the allocation of com-
trol over the allocation of communication bandwidth to different sys- A : ; _
tem components or data flows.g, in static priority based shared munication bandwidth to SoC components, while others cannot pro

: ; L~ - ide low latencies for high-priority communications. To our knowl-
buses), leading to starvation of lower priority components in som : ) P ;
situations, and (ii) significant latencies resulting from variations in%dge’ ours is the first approach for SoC communication architectures

the time-profile of the communication requestsy( in time division that attempts to address these issues.

: . : . Another body of work is aimed at facilitating a plug-and-play de-
multiplexed access (TDMA) based architectures), sometimes leadi A
to larger latencies for high-priority communications. r%ﬁgn methodology for HW/SW SoC components and communication

o . architectures by promoting the use of a consistent communication in-
We present two variations of &TTERYBUS: the first is @ low  yerface “so that predesigned components or cores can be easily inte-
overhead architecture with statically configured parameters, whilg o \yith other system components [10, 11]. The adoption of such
the second variant is a more sophisticated architecture, in which v tandards will make it easier for system designers to exploit innova-
ues of the architectural parameters are allowed to vary dynamically;i;s'in SoC communication architectures (such astERYBUS)

Our experiments investigate the performance of taLERY- \yithaut being concerned about low-level interfacing requirements.
BUS architecture across a wide range of communication traffic char-""+'hears mentioning that the performance issues addressed in this
2$tﬁnst|(_:s.h In gddltlon, Vée also a_lr_ﬁllyze 'tf' pgrrormance |nha X4y ork have been studied in the networking literature, in the context of

switch sub-system design. The results demonstrate that thg,,req media access control in local area networks [12], and traffic
LoTTERYBUS architecture is (i) capable of providing the designer q-neqyling algorithms for high-speed switches [13, 14, 15]. How-

with fine g:alneg ?or}}rol ove:jth__e banlijwmtth da{locateq dto ﬁ?chh Spéver, previous research in the above area cannot be directly applied
co_;nponen or z?_a towff' an 'tr(1”)l wel ts.w ed to provtIJ e '% prtl- to system-on-chip design since (i) the protocols used are complex,
gg Zo/comglumca 10n rafmc wiin ovvl atencies (we observe ulp Oleading to communication latencies and hardware costs that are in-
A re uct!ont_ln communltcatlon atencies over conventional ofaaihje for on-chip communication, and (ii) considerations such as
chip communication architectures). dynamic scalability and fault tolerance apply in the design of dis-
1 Introduction tributed networks, leading to significantly different design decisions

. . . . ég.g, distributedvs. centralized arbitration). Finally, probabilistic

The communication architecture plays a key role in SoC desigichniques have been used in scheduling multiple threads of compu-
by enabling efficient integration of heterogeneous system compPQgtion in a multi-threaded operating system [16]. However, in that do-
nents €.g, CPUs, DSPs, application specific cores, memories, Cusyain, while hardware implementation considerations are irrelevant,

tom logic, etg. In addition, the communication architecture also sig-the software architecture needs to ensure security and insulation be-
nificantly influences the system performance and power consumptiofyeen competing applications.

i) directly, since the delay and power in global interconnect is know - L . )
8 be an%ncreasing bottl)éneckpwith shr?nking feature sizes, and (iri? System-on-Chip Communication Architectures: Background
through its significant indirect impact on the computation time and  In this section, we introduce concepts and terminology associated
power consumption in the system components [1, 2, 3]. with on-chip communication architectures and describe some popu-
In this work, we propose &TTERYBUS—a novel high- lar communication architectures used in commercial SoC designs.
performance on-chip communication architecture for complex SoC The communication architectutepologyconsists of a network
designs. The bTTERYBUSarchitecture improves over the current of shared and dedicated communication channels, to which various
state-of-the-art communication architectures through innovations i0C components are connected. These includené$ters com-
the communication protocol it employs, resulting in the following ponents that can initiate a communication transacteg,(CPUs,
key advantages: (i) it provides the designer with fine-grained contrdPSPs, DMA controllergtc), and (ii)slaves components that merely
over the fraction of communication bandwidth that each system conespond to transactions initiated by a mastg( on-chip memo-
ponent or data flow receives, and (ii) it provides fast execution (lowies). When the topology consists of multiple channbtgjgesare
latencies) for high priority communications. employed to interconnect the necessary channels. )
Recognizing the importance of high-performance communication Since buses are often shared by several SoC masters, bus archi-
as a key to successful system design, recent work has addressed gegtures require protocols to manage access to the bus, which are
eral issues pertaining to on-chip communication architectures. Whilgnplemented in (centralized or distributelnl)s arbiters Currently
several embedded system design houses and semiconductor vendii€d communication architecture protocols inclunlend-robinac-
employ proprietary on-chip bus architectures [4, 5], recently, indecesspriority basedselection, andime-division multiplexingln ad-
pendent companies and consortia have been established to deveflifion to arbitration, th&eommunication protocdiandles other com-
munication functions. For example, it may limit the maximum num-
ber of bus cycles for which a master can use the bus, by setting a
maximum burst transfer sizé\nother factor that affects the perfor-
Permission to make digital or hard copies of all or part of this work for mance of a communication channel isdteck frequencywhich (for
personal or classroom use is granted without fee provided that copies arg given process technology) depends on the complexity of the inter-
not made or distributed for profit or commercial advantage and that copiesface logic, the placement of the various components, and the routing
bear this notice and the full citation on the first page. To copy otherwise, toof the wires.
republish, to post on servers or to redistribute to lists, requires prior specifi . -
permission and/or a fee. ©.1 static .PI’IOITIty. Based Shared Bus .
DAC 2001 June 18-22, 2001, Las Vegas, Nevada, USA. The static priority based shared system bus is one of the com-
Copyright 2001 ACM 1-58113-297-2/01/000655.00. monly used on-chip bus architecturesgd, [7]). The bus (Figure 1)
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Figure 1: Static Priority based shared bus

is a set of address, data and control lines shared among a set of mas-

ters that contend among themselves for access to one or more slaves. T i9ure 3: Example system with shared bus and 4 masters

The bus arbiter periodically examines accumulated requests from the 100%
master interfaces, and grants bus access to the master of highest pri-
ority among the requesting masters. The bus supports a burst mode g %%
of data transfer, where the master negotiates with the arbiter to send § 0% Clca
or receive multiple words of data over the bus without incurring the £ | [Jcs
overhead of handshaking for each word. £ sou mc
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Figure 4: Bandwidth sharing under static priority based architecture

Example 1: Consider the example system shown in Figure 3. The
system consists of a single bus with four masters, which contend
) with each other for access to a shared memory. The bus masters
Figure 2: TDMA based shared bus were assigned unique priority values from 4 to 1 (4 representing the
In the TDMA based architecture, components are provided adlighest priority level). We simulated the system by modeling the
cess to the shared bus in an interleaved manner, using a two levk®mponents as stochastic on-chip communication traffic generators
arbitration protocol €.g.,[6]). The first level uses a timing wheel and the bus using the PTOLEMY [17] system modeling and simu-
where each slot is statically reserved for a unique master (Figure 2jgtion environment as described in Section 5. The traffic generators
If the master associated with the current slot has an pending requedtgre configured such that the bus was always kept bigsyat least
a single word transfer is granted, and the wheel is rotated by onene pending request exists at any time. We measured the fraction of
slot. To alleviate the problem of wasted slots (inherent in TDMAthe bus bandwidth assigned to each component under the given pri-
based approaches), a second level of arbitration identifies slots fefity assignment over a long simulation trace. The simulation was
which the assigned master does not have a pending communicatié@peated for every possible priority assignment. o .
request, and issues a grant to the next requesting master in a round-The x-axis in Figure 4 depicts all the possible priority combina-
robin fashion. For example, in Figure 2, the current slot is reservetions for the four masters that access the bus. For example, the as-
for My, which has no pending request. As a result, the second levéignment “4321” implies that compone@j has the highest priority,
arbitration pointerr2 is incremented from its earlier positiomg)  Cz the second highest, and so on. The y-axis denotes a percentage

to the next pending requesilg). of the total bus bandwidth. The four regions of the graph denote the
L . bandwidth fraction obtained by each SoC master across various pri-
2.3 Other Communication Architectures orities. For example, componeBi has increasing levels of priority

In addition to the above, there are several other on-chip commurom left to right, and exhibits a step-wise increase in the fraction of
nication architectures. Notable among them is a hierarchical bus apus bandwidth it receives. From Figure 4, we observe that firstly, the
chitecture [4], in which multiple buses are arranged in a hierarchyfraction of bandwidth a component receives is extremely sensitive to
with bridges permitting cross-hierarchy communications. Anothethe priority value it is assigned. For instance, the bandwidth received
common architecture is based on token rings; their high clock ratBy componen€; ranges from 0.16% to 47.8%. Secondly, low prior-
makes them an attractive alternative for high-bandwidth applicationdy components get a negligible fraction of the bus bandwidth as long
such as ATM switches [9]. Note, each of the architectures describe@s higher priority components have pending requests. For example,
above, as well as the proposetTERYBUS architecture, can be for priority combinations 1234 through 1432; receives an average
implemented with additional features such as pre-emption, multiof 0.4% of the bus bandwidth. u

ghreadeddtransagt_lons, and d%narc?lchbus g_pllttl_ng. In addition, in of; is fair to conclude that the static priority based architecture does not
ieretl(i)nreed \lfv(;’& ?tqelt(;g{g)?rgr\:g{efg (:,Iése arbitration operations may ovide a means for controlling the fraction of communication band-
pIp ycles. width assigned to a component. Under heavy communication traffic
3 Limitations of Conventional Communication Architectures scenarios, this leads to starvation for the low priority components.
. . . oo In the next example, we consider the two-level TDMA based ar-
In this section we illustrate through examples, the limitations ofiiecrre described in Section 2.2. TDMA-based architectures can
the static priority based bus architecture and the two-level TDMA, o s to provide bandwidth guarantees for each component, by ap-
based architecture presented earlier. We demonstrate the Shortcoﬂ?épriately assigning slots in the timing wheel. For instance, if there

ings in their ability to provide (i) proportional allocation of commu- 7 0% SoC masters, and bandwidth is to be allocated between them

nication bandwidth among various SoC components, and (i) low la: ) . o - .

tency communications for high priority data transfers, and discust! the ratio 1 : 2, this can be achieved by assigningf the total

the reasons they occur. We go on to demonstrate the potential berrgimber of slots in the wheel to the first master, %ntd) the second

fits of the LOoTTERYBUSCommunication architecture, and show that master. While this solves the problem of proportional bandwidth al-

it is capable of effectively meeting both the above goals. location, it creates another potentially serious problem, as illustrated
In the first example, we study the static priority based architectur@y the next example.

described in Section 2.1, focusing on the manner in which it allocateExample 2: Figure 5 shows symbolic execution traces on a TDMA

the bus bandwidth to the various SoC components. based bus for two different request patterns. The system bus has



Resns. [ 1 | 2 | 3] 1 [ 2] 3] 1] 2] In the next example, we illustrate the ability of the@tTERYBUS
Request T(‘D T® T© T(‘D T® T® T(D T® T® architecture to improve communication latency, and provide low la-
Tracel L _ o - tency communications to high priority burst data transfers.

Wait=1 Wait=1

Bus Trace1 | il Pld2ddapp iz i Example 4: The experiments described in Example 2 were repeated

Request T@ T@ T@ T@ T@ T@ T@ T@ T@ using the LoTTERYBUSarchitecture for the example system of Fig-
Trace2 ure 3. The lottery tickets were assigned in the same ratio as the time-
DI e e e e T slots were in the TDMA-based architectuiee{ componenty re-
Bus Trace IEIEIIIEE“EEIEIEEEEIEIEIEEEEIEIEEEEIEEEIEIEE ceives the highest number of lottery tickets, and so on). Figure 6(b)
«— Wait=13 — <«— Wait=13 — . . .
s compares the average communication latencies under the two com-
munication architectures, for an illustrative class of communication
) ) ) traffic. The x-axis denotes different SoC components, while the y-
Figure 5: Large latencies under a TDMA based architecture  axis denotes the average number of bus cycles spent in transferring

three masters that contend for access. Slots in the timing wheel ag%bus word including both waiting time and data transfer time. We
reserved in the manner shown in the first waveform of Figure 5, witfPPServe that the latency of the highest priority component is sub-
6 contiguous slots defining the size of a burst. The second and thgantially lower under the &TTERYBUSarchitecture (2.7 cycles per
fourth traces show two different patterns of communication requesty0rd) than under the TDMA based architecture (18.55 cycles per
generated by the components, each request marked with the as@rd) & 7X improvement. .
ciated component. The third and fifth waveforms show the actual

assignment of masters to bus slots for the given reservations and fdaving established the motivation for our work, we next present the
quest traces. From the example, we make the following observationdetails of the loTTERYBUScommunication architecture.

(1) In request trac@racel, the requests from each component arrive o .

periodically, and very well time-aligned with the slots reserved for it4 The LOTTERYBUsCommunication Architecture

in the timing wheel. Consequently the time spent by a component in In this section, we first present an overview of theTTERYBUS

‘L’J"a'cg'ng for acciz_ess to the bu? |stnr?|r;|g1‘al, in this case ?nly 1$BL  ochitecture. Next, we introduce its principle of operation, and then
Jnder requestrace2 we notice that the occurrence of communica- oo qsider two alternative embodiments, and present hardware imple-
tion requests and the reserved slots are not well synchronized. Ev?ﬁbntations of each
though the request pattern is periodic (in fact, identical to reques '
Tracelexcept for a phase shift), the wait times have increased to 13,1  Overview
slots per communication transaction. ) ) ) )

It is possible to optimize the TDMA architecture for request ~ The LOTTERYBUsarchitecture consists of a randomized arbitra-
Trace2by modifying the reservations such that they are time-alignedion algorithm implemented in a centralized “lottery manager” for
to the request pattern drace2 However, this new assignment will €ach shared channel (bus) in the system-on-chip. The proposed ar-
provide poor performance if the request patterns exhibit any dynamiehitecture does not presume any fixed topology of communication
variation. For instance, if they start following the pattern of requeschannels. Hence, the SoC components may be interconnected by an
Tracel they will again suffer 13 wait slots (average) per transactionarbitrary network of shared channels or by a flat system-wide bus.

We conducted several experiments using the TDMA based archi-
tecture for the example system in Figure 3. We considered various tickets1
types of communication traffic, and measured the latencies of each ~ ------ o
communication transaction over a long simulation trace. We ob- 1707 Lottery ? lickotod !
tained several cases where high priority transactions suffered large Manager
latencies. As an example, under one class of communication traffic,
the highest priority component had an average latency of 18.55 cy- | shared
cles per word, which was more than twice as large as the per word |system
latency of the component with next lower priority (details of these bus fuieoooo/fooffoo \\ eooA\N=-----
experiments are described in Section 5). [ |

From the above example we conclude that the latency of a communi-

® tickets3
° - ——===-

cation transaction in a TDMA based architecture is very sensitive to Bus UE Bus IF BusIlE
the time-alignment of communication requests and the reservations Comp2 Comp3 G

of slots in the timing wheel. Next, we consider the proposed-L
TERYBUScommunication architecture, and demonstrate its ability to . ] — .
address the drawbacks mentioned in the previous two examples. Figure 7: The lOTTERYBUSCOMMuUNication architecture
Example 3: As in Example 1, we consider again a system of four, 1he lottery manager accumulates requests for ownership of the
components accessing a single shared bus. We repeated the expBHS Tom one or more masters, each of which is (statically or dynam-
ments described in Example 1, using thetreryBusarchitecture  'cally) assigned a number of “lottery tickets”, as shown in Figure 7.
instead of the static priority architecture. Here too, the relative im-/N€ Manager probabilistically chooses one of the contending mas-
portance of the communications generated by a component is uste/S t0 e the winner of the lottery, and grants access to the winner
to (statically) assign it “lottery tickets”, which in turn determines its 'f c;ne or _rgc_)re bus cyclets. l\Ne aILOW (;nfultlple vr\]/ord rdeqllf'ests, In otr-
communication latencies and allocated bandwidth fraction. The lotd€r 1© ?VO' |n?urr;ng contro 0V|‘.~‘r. eath oLeac_ word. : ﬁweveg, 0
tery tickets were assigned in the ratio 1: 2 : 3 : 4. Figure 6(a) depictBrévent a master from monopolizing the bus (in case it has a large

the bandwidth distribution obtained by each component for 24 com@mount of data to send), a maximum transfer size limits the num-

binations of lottery tickets. From the figure, we observe that the frac2€r Of bus cycles for which the granted master can utilize the bus
tion of bandwidth obtained by a component is directly proportional(Similar to the static priority based architecture). Also, the architec-
to its allocated tickets. For example, under the first 6 priority com-{uré Pipelines lottery manager operations with actual data transfers,
binations, componei@; has 1 lottery ticket and receives, on the av- 10 Minimize idle bus cycles.

erage, 11% of the total bus bandwidth. Between combinations 21 T i

and 2431, it has 2 lottery tickets, and therefore receives, 20.8% %2 Principle of Operation

the total bus bandwidth. The actual allocation of bandwidth closely Let the set of bus masters ,Cy,...,C,. Let the number of
matches the ratio of lottery tickets, demonstrating the ability of theickets held by each master bet,, ...,th. At any bus cycle, let the
LoTTeRYBUSarchitecture to provide fine-grained control over band-set of pending requests be represented by a set of boolean variables
width allocation to SoC components. [ | ri,(i=1,2,...n), wherer; = 1 if componentC; has a pending request,
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Figure 6: Advantages of thedTTERYBUSarchitecture (a) bandwidth sharing, and (b) average communication latency
andr; = 0 otherwise. The master to be granted is chosen in a random- 4 I rity gnt[1]
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Figure 9: Lottery manager for staticdr TERYBUSarchitecture

steps executed by the lottery manager.
Computation of ticket ranges: The range [0y ]_, r|.t;) is the num-
. . ber of tickets held by a set of contending masters. This range varies
Figure 8: Example of lottery to determine bus master dynamically, depending on the subset of masters having simulta-
notion of a lottery [16]. To make an arbitration decision, the lotteryneously pending requests. However, in this architecture, since the
manager examines the total number of tickets possessed by the canumber of tickets owned by a component is fixed, it is possible to
tending components, given t}yj‘:lr,-.t,-. It then generates a random precompute all potential ranges to avoid the extra cost of calculat-
number (or picks a winning “ticket”) from the rang@, Z?:lrj'tj)l ing the ranges at run time. For four masters, a 4 bit request map is
. . used to indicate which masters have pending requests. For example,
to determine which component to grant the bus to. If the number fall§1r2r3r4 = 1011 impliesCy, C3 andC, have pending requests. For a
in the range0,r1.t1), the bus is granted to componelyt, if it falls — given request map, the range of tickets owned by each component is
in the rangeiry.ty, r1.t1 +r2.t), itis granted to Compgne'@z and  determined statically, and stored in a look up table (Figure 9).
so on. In general, if it lies in the randg}_, rc.t, 31 't), itis  Efficient random number generation: The LOTTERYBUS archi-
granted to componerd; 1. For example, in Figure 8, components tecture requires the generation of a random number, uniformly dis-
Cy1,Cy,C3andCy are assigned 1, 2, 3 and 4 tickets respectively. Howtributed in the rangg0, T), whereT is the total number of tickets.
ever, at the instant shown, or@4, C3 andC, have pending requests. If T is a power of two, random numbers can be efficiently generated
Hence the number of current ticke§_, rj.tj =1+3+4=8. The  using a linear feedback shift register. To take advantage of this, the
random number, generated uniformly in the raf@®), is 5, which ticket holdings of individual masters are modified such that their sum
lies betweenmy.ty + .ty + 3.ty = 4, andry.ty +roto+rata+rats = is a power of two. In doing this, care must be taken to ensure that the
8. Therefore, the bus is granted to compor@nt ratios of tickets held by the components are not significantly altered.
One of the main concerns while designing a communication arEor example, if the ticket holdings of three components are in the
chitecture is starvatiori,e., the problem of a low-priority component fatio 1:2:4 (T=7), they would be scaled to 5:9:18 (T=32).
not being able to obtain access to the bus for extended periods &omparison for grant generation: The random number is com-
time. For the LOTTERYBUS architecture, the probabilityp, that a  pared in parallel against all four partial sums, as shown in Figure 9.
component witht tickets is able to access the bus withmirottery Each comparator outputs a ‘1" if the random number is less than the
drawings is given by the expression-11—t/T)". The expression partial sum at the other input. Since for the same random number,
indicates that the probability of obtaining access to the bus convergeégultiple comparators may output a ‘1’, it is necessary to use a stan-
rapidly to one, thereby ensuring that no component is starved. dard priority selector circuit to ensure that at the end of a lottery,
Within the overall strategy outlined above, we propose two posexactly one grant line is asserted. For example, for the request map
sible architectures. In the first, the number of tickets assigned t$011, assuming no scaling, if the generated random number is 5, only
a component is statically determined. In the second, the number &l4’'s associated comparator will output a ‘1'. However, if the gener-
tickets a component possesses varies dynamically, and is periodicaByed random number is ‘1’, then all the comparators will output a ‘1’
communicated by the component to the lottery manager. but the winner i;.

4.3 Hardware Implementation: Statically Assigned Tickets 4.4 Hardware Implementation: Dynamically Assigned Tickets

A hardware implementation of the lottery manager with statically ) ) )
assigned tickets is presented in Figure 9. We next describe the various We next present a hardware implementation for a dynanait-L
TERYBUS architecture. Here the steps in executing a lottery are the
The sefa,b) includes all the integers betwearandb, inclusive ofa but notb. same as those mentioned above, but the problem is considerably
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Figure 10: Lottery manager for dynami®IL TERYBUSarchitecture . L .
] ) ) . Figure 11: Test-bed for communication architecture performance
harder, since the assignment of lottery tickets to components is Uavaluation [19]

known at design time. o .
g grent components. This is because the sparse nature of communica-

In this architecture, the inputs to the lottery manager are a set : ~~C . -
i P y 9 jlons in these classes results in immediate grants being issued to most

request linesrgrorary) and the number of tickets currently possesse IO
by each corresponding master. Therefore, under this architecture, ke communication requests. We conclude that tbg1ERYBUS
irchitecture is capable of providing efficient and fine grained con-

only can the range of current tickets vary dynamically, it can take o ol over allocation of the bus bandwidth over a variety of on-chip

any arbitrary value (unlike the static case, where it was confined t N : ) Aol
remain among a predetermined set of values). Consequently, at e munication traffic classes, at varying levels of bus utilization.

- Figures 12(b) and (c) compare the latency of the TDMA and
I .t
lottery, for each compone, the partial Sungj_q 1t needs to be LOTTERYBUS architecture across 6 classes of traffic. The x-axis

calculated. Fo€4, this yields the total range, or the sum of the num-in each figure denotes different classes of on-chip communication
ber of tickets held by all pending requests. This is implemented usingaffic, while the y-axis denotes time-slots (Figure 12(b)) and lottery
a bitwise AND operation and a tree of adders, as shown in Figure 1ickets (Figure 12(c)) assigned to different components. The z-axis
The final result,T =ri.ty +r2.tz + ra.t3 + ra.ts defines the range in - measures the average per word communication latency. For example,
WhICh the random n_umber must I|e The_ random number is generatgg Figure 12(b), a component assigned 4 time-slots, has an average
in the rangg0, T) using modulo arithmetic hardware. The rest of the|atency of 18.55 bus cycles per word under traffic class T6. Under
architecture consists of comparison and grant generation hardwarge |LoTTERYBUSarchitecture, the same component with the same

and follows directly from the static lottery manager design. traffic class has an average latency df Bus cycles per word.

5 Experimental Results Clearly, the lLoTTERYBUSarchitecture exhibits better latency be-

n thi . t its of . ts that havior than the TDMA architecture for a wide range of traffic condi-
_In this section, we present results of experiments that we Caljong |n addition, the following points are worth noting. The com-
ried out to evaluate the performance of thelTERYBUS archi-

munication latency for high-priority components varies significantly

}De_tr:tou[%MYWtLperformedd experiments using ﬂ,l?l POLIS [18] angy the TDMA architecture (1.65 to 20.5 cyclesiword). This is be-
[17] system design environment. All system cOmpo-co,qe ynder the TDMA scheme, the latency of a communication is
nents were specified in Esterel and C, from which PTOLEMY simu,;51y sensitive to the position of the timing wheel when the request
lation models were generated using POLIS. PTOLEMY was used fofrjyed. Moreover, under the TDMA-based architecture, components
schematic capture and HW/SW co-simulation. with higher priorities could experience higher latencies than those
5.1 Performance of theLoTTERYBUS Architecture Across the  with lower priorities €.9.,T5,T6). The LOTTERYBUSarchitecture
Communication Traffic Space does not exhibit this phenomenon, ensuring low latencies for high

. . riority communications.
We conducted several experiments to examine the performané)e Y

of the LoTTERYBUSarchitecture under widely varying characteris- 5.2 Hardware Complexity of the LOTTERYBUSArchitecture
tics of on-chip communication traffic. To perform these experiments, | the LoTTERYBUS architecture, the physical interconnect for
we made use of the system level test-bed for performance evaluatigRe address, data, and control lines on the bus remain unchanged.
thatis shown in Figure 11. The test-bed consists of 8 components €fhe improved communication protocol is implemented by modify-
changing variable quantities of data and control messages during thigy the component's bus interfaces, and the bus controller/arbiter.
course of their execution. Componeifs throughM, are masters, 1n order to obtain an idea of issues involved in obtaining a practi-
each of which is connected to a parameterized traffic generator, whiley| realization, we implemented theolTERYBUS architecture for
componentsS; through$;, are slaves. The parameters of each trafficthe four-component system described in Section 3, and mapped it
generator can be varied to control the characteristics of the commyy NEC’s 0.35p cell based array technology [20]. The look-up ta-
nication traffic generated by the SoC component it is connected tje was implemented using a register file, and the comparators and
Further details of the test-bed are provided in [19]. the random number generator were pipelined to maximize perfor-
Figure 12(a) shows the results of experiments conducted to e¥nance. The area of thedTTERYBUS controller implementation
amine the ability of the bTTERYBUSarchitecture to provide propor- was found to be 1618 cell grids, and the arbitration time was
tional bandwidth allocation under different classes of communicatiofound to be 2ns (i.e., arbitration can be performed in 1 cycle for
traffic. The x-axis depicts the nine different classes of communicapys speeds upto 3BMHz), making our implementation suitable for
tion traffic that were considered, the y-axis depicts the fraction of th‘high-performance applications.
total bus bandwidth allocated to various components, as well as th;j . .
fraction of un-utilized bandwidth. .3 Example System: Output-queued ATM switch
From Figure 12(a) we observe that for traffic classes where the We used the bTTERYBUSarchitecture in the design of the cell
bus utilization is high, the bandwidth allocated closely follows theforwarding unit of an output-queuediTMswitch (Figure 13). The
assignment of lottery tickets. Tickets were assigned in the ratigystem consists of 4 output ports, each with a dedicated local memory
1:2:3:4, and for classes T4,T5,77,T8,T9 the bandwidth allocatethat stores queued cell addresses. Arriving cell payloads are written
is (on the average) in the ratiolb : 209 : 296 : 383. However, in  to a dual-ported shared memory, while the starting address of each
cases where the bus is partly un-utilized, the allocation does not fol-
low the assignment of tickets (T3,T6), but is roughly the same for dif-  2T6's data has been scaled down by fit the graph.
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Figure 12: Performance under different communication traffic classes (a) Bandwidth allocationt#kyBuUS (b) Communication latencies
under TDMA, and (c) Communication latencies und@TITERYBUS

cell is written to an appropriate output queue. Each port polls it$or the TDMA architecture. In row 2 we observe that Port 3 receives
gueue to detect presence of a cell. If it is not empty, the port issuesanly 47% of the total bandwidth, while it had originally reserved
dequeue signal to its local memory, and requests access to the sha8%. This occurs because when Port 4 has no cells to send, its slots
system bus. Once it acquires the bus, it extracts the relevant cell froare made available to the other ports in a round robin manner. How-
the shared memory, and forwards it onto the output link. ever, we observe from row 3, that the bandwidth assignments in the

Network Out case of the bTTERYBUSarchitecture closely match the reservations.
The results demonstrate that thetTERYBUSarchitecture offers

Network In = an attractive alternative to conventional communication architectures
8 by (a) providing low latencies for bursty traffic with real time latency
l 8 [E— constraints, and (b) at the same time, providing effective bandwidth
S IIF
i — Controller guarantees for traffic generated by each system component.
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Figure 13: Cell forwarding in a 4 port ATM switch (4]

The following quality-of-service requirements were imposed on (5]
the traffic flowing through the switch: (i) traffic through port 4 needs
to pass through the switch with minimum latency, and (ii) ports 1, 2, o
and 3 must share the bandwidth in the ratio 1:1:4. We implemented ,
three versions of the system, using (i) the static priority architecture, i8]
(ii) the TDMA architecture, and (iii) the BTTERYBUSarchitecture.
Lottery tickets, time-slots, and priorities were assigned uniformly in 9]
the ratio 1:1:4:6, for ports 1,2,3,4, respectively.

. [10]

Table 1: Performance of the ATM switch
Port 4 [11]

Comm{_atency | Port4 | Port3 | Port2 | Port1
Arch. | (Greies! | BW o) | BW o) | BW () | BW () [12]
[13]

Static

priority | 1-39 | 9-69 | 45.72 | 4458 | 0.01
[14]

TDMA [ 9.84 | 10.09 | 47.29 | 21.31 | 21.30
[15]

Lottery | 1.4 | 9.67 | 59.03 | 17.00 | 14.30

16
The results of the experiments are shown in Table 1. The columns[ ]

denote performance metrics for each output port (bandwidth fraction
and latency for Port 4, and only bandwidth fraction for Ports 1,2,3). 4,
The rows denote the performance under each alternative commun!
cation architecture. For example, Port 3 receives 59% of the total bus
bandwidth under the @TTERYBUSarchitecture. From the table we
make the following observations. (1) Latency of high priority traffic 18]
at Port 4 is minimum under the static priority based architecture (1.39[
cycles per word), while itis 7 times larger under the two-level TDMA
based architecture (9.84 cycles per word). Under tbe lERYBUS
architecture, the average latency (1.4 cycles per word), is comparable
to that under the static priority based architecture. (2) The bandwidtH!°]
apportioned to the various ports under the static priority based archi-
tecture does not respect the reservations. Port 1 receives only 0.01%
of the total bandwidth, being of the lowest priority. The same is true [20]
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