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Abstract

Realization of high-performance domino logic depends strongly on
energy-efficient and noise-tolerant interconnect design in ultra deep
sub-micron processes. We characterize the cycle-averaged power
model for interconnects accounting for switching statistics and dy-
namic behaviors. For the sake of signal integrity, cross-coupling
effects are also characterized which reflect logical correlation be-
tween adjacent wires. Based on the new models for interconnect
power and capacitive crosstalk, we optimize the coupling power
consumed by interconnects with crosstalk constraints. Experimen-
tal results show that optimized designs save the power consumption
significantly.

1 Introduction

The era of system-on-a-chip integrated with millions of transis-
tors drives the technology to scale down to ultra deep sub-micron
(UDSM) range, 0.25�m or below. As feature size decreases, in-
terconnect pitch also shrinks while packaging is becoming denser.
Meanwhile, wire aspect ratio (namely, metal height/width) in-
creases from 1.8 in 0.18 �m processes to 2.7 in 0.07 �m processes
to keep resistance in control for high performance [11]. These ap-
parent trends bring up two competitive issues: power efficiency and
noise immunity on interconnect.

First, higher packaging density and wider chip area lead to rela-
tively longer interconnects which will dominate both the speed and
power dissipation. Hence, it is crucial to keep the effective wire
capacitance small for high performance and low power dissipation.
Coupling capacitance between adjacent wires becomes the dom-
inant component of interconnect capacitance. The ratio between
cross-coupling capacitance and total wire capacitance is as much
as 0.8 in 0.18�m technology with minimum spacing [2]. Based
on these observations, we conclude that most of the power con-
sumed by interconnects depend on the coupling capacitance, which
is referred to as coupling power. Our approach to coupling power
optimization is motivated by the fact that coupling power can be
minimized with appropriate net ordering.

�Supported in part by National Science Foundation under grant NSF
MIP 96 12184 and by Intel under grant 5414.
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Figure 1: Interconnect models: (a) Physical capacitance for inter-
connect nets; (b) a � model of the interconnect; (c) an effective
capacitance model accounting for signal probabilities

Another important issue is signal integrity which can be deteri-
orated by design-related noise sources, such as coupling effects,
di/dt noise and IR drop. The noise margin and slew rate of a
wire are strongly dependent on the Miller effects in UDSM which
is referred to as crosstalk. There are two types of crosstalk due
to cross-coupled capacitors or inductors. Inductive crosstalk be-
comes significant when the clock frequency goes high [6], which
we shall not consider in our work. Capacitive crosstalk becomes
far more hazardous as dynamic logic is now prevalently used in
high-performance circuit design. The reason is that dynamic logic
is more vulnerable to crosstalk noise, because its evaluation nodes
are not able to recover from erroneous transitions.

First, we characterize the average power consumed by intercon-
nects for domino logic. Our cycle-averaged power model for inter-
connects accounts for physical net topology, switching activities,
and dynamic characteristics of the circuit implementation. Second,
the maximum crosstalk model takes into account logical correla-
tion on top of coupling capacitance and net spacing. The reason
is that satisfiability and observability of crosstalk condition deter-
mine effective crosstalk between two signals. Third, based on the
power and crosstalk model, we optimize the initial routing solution
with minimizing coupling power as the objective with constraints
on maximum crosstalk and area. The power optimization is per-
formed via track assignment by using simulated annealing.
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Figure 2: Switching activity types for domino logic

2 Cycle-Averaged Power Model for Inter-
connect

The average power consumed by a wire with a clock frequency f =
1

Tclk
can be evaluated by [8]

Wav = lim
n!1

R n�Tclk
0

Vdd � Ic(t) � fdt

n

= Vdd � lim
n!1

R n�Tclk
0

Ic(t)dt

n
� f

= Vdd ��Qav � f (1)

where n is the number of clock cycles observed and Ic(t) represents
the drawn current due to transitions during a clock period. �Qav is
the cycle-averaged charge provided by the power supply to all the
capacitance of interconnect which is given by

�Qav =
X
j=S

pj � C
total
j ��Vj

,
X
j=S

bCj � Vdd (2)

where S is the set of nodes connected to Vdd, pj denotes the switch-
ing probability, and Ctotal

j denotes lumped total capacitance on node

j. The effective capacitance bC is characterized by both physical ca-
pacitance and switching activities.

2.1 Effective Capacitance

The effective capacitance accounts for cycle-averaged charge stored
in physical capacitance which is provided by the power supply dur-
ing the evaluation stage.

One can model the physical capacitance of a wire with width w,
length l, overlapping segment length y, and edge-to-edge distance
d as shown in Figure 1(a)

Ctotal = (Ca � w + 2Cf ) � l+ Cx �

�
y � dmin

d

�
(3)

where Ca is unit area capacitance (F=cm2) to substrates, Cf is
unit fringe capacitance (F=cm) and Cx is unit coupling capaci-
tance (F=cm) with minimum spacing dmin. To be precise, Cf and
Cx are not constant due to complex fringing effects [3], but for our
purpose it is adequate. The area and fringe capacitance are barely
independent of the distance d, which is referred to as the self ca-
pacitance Cs.

The distributed RC model for interconnects, called �-model, is
illustrated in Figure 1(b). Corresponding to self and coupling ca-
pacitance, effective capacitance can be viewed as consisting of two
components to reflect the switching activities as in Figure 1(c)

bCtotal = bCs + bCx: (4)

The effective self capacitance bCs is characterized by the switch-
ing activity of domino logic. Domino logic is free from spurious
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Figure 3: Coupling power for type HH transition (PHH) normal-
ized by the coupling power for the type LH transition (PLH ) with
various transition delay (� )

transitions. At most one low-to-high transition can occur at the out-
put of a domino logic cell during the evaluation stage. If the input
combination to the cell results in a current path from the evaluation
node to the ground rail, then discharge of load capacitance causes
a low-to-high transition to take place at the output of the domino
cell. Otherwise, charge is kept in the load capacitance, so the out-
put logic value of the domino cell remains low. Therefore, only two
types of waveforms are observable at the buffer output of a domino
cell, namely, either stable low or low-to-high transition during the
evaluation stage. The monotonicity of domino logic accounts for
the effective self capacitance of a wire i, which is given bybCs(i) = p(i=1) � (Ca � w + 2Cf ) � l (5)

where p(i=1) is the probability that the signal i is high, which is
referred to as the on-probability of the signal i.

The effective coupling capacitance bCx is determined by signal
activities of adjacent wires consisting of three waveform combina-
tions shown in Figure 2. Type LL transition involves neither charg-
ing nor discharging of the coupling capacitor. Type LH transition
results in charging Cx with Vdd during the evaluation stage. The
charge stored in the coupling capacitance is reset to zero during the
precharge stage. When both signals switch simultaneously in type
HH, there is no charge distribution on Cx in principle. However,
possible misalignment of the two transitions can cause substantial
power consumption. The amount of power consumption due to mis-
aligned transitions varies according to the dynamic characteristics.
Each type of transition contributes to the effective capacitance be-
tween a wire i and a wire j.bCx(i; j) = (p(i=0 ^ j=1) + p(i=1 ^ j=0)

+ ! � p(i=1 ^ j=1)) �

�
Cx � y � dmin

d

� (6)

where p(i=q ^ j=r) denotes the correlated probability where q; r 2
f0; 1g. The temporal correlation factor ! captures the temporal
behavior of type HH transitions. Discussion on signal and temporal
correlations follows in the subsequent sections.

2.2 Signal Correlation

To evaluate the on-probability p(i=1) and the correlated probability
p(i=q^j=r), we need to compute the signal correlation coefficients
and the transition correlation coefficients. The signal correlation
coefficient [4] between a signal i and a signal j is

�ij
qr ,

p(i=q ^ j=r)

p(i=q) � p(j=r)
; q; r 2 f0; 1g (7)
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Figure 4: Temporal correlation: (a) Timing diagram; (b) temporal
correlation factor ! computation for uniform distribution of inde-
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where p(i=q) and p(j=r) are signal probabilities that i has the value
q and j has the value r, respectively.

The transition correlation coefficient [10] between a signal i
which changes from q to u, and a signal j which changes from
r to v is defined as

�ijqr;uv ,
p(iq!u ^ jr!v)

p(iq!u) � p(jr!v)
; q; r; u; v 2 f0; 1g (8)

where p(iq!u) is the transitional probability that the signal value
of i changes from q to u, which can be represented by the signal
probability p(i=q) and the conditional probability p(i(t+�t)=u j
i(t)=q):

p(iq!u) = p(i(t)=q) � p(i(t+�t)=u j i(t)=q); q; u 2 f0; 1g
(9)

Due to the monotonicity of domino logic, the transition correla-
tion coefficient �ijqr;uv becomes �ij00;uv , which can be simply repre-
sented by the signal correlation coefficient as �ijuv .

The signal correlation coefficient can be efficiently evaluated by
using OBDD. If we assume that higher order correlations between
two signals and a third signal are negligible, then the signal corre-
lation coefficient for three signals can be represented as a product
of the signal correlation coefficients of signal pairs:

�ijk
qrs = �ij

qr � �
jk
rs � �

ki
sq (10)

Then the signal probability of a signal i to have a value � 2 f0; 1g
is

p(i=�) =
X
�2��

nY
k=1

24p�xk=�k� � Y
1�k<l�n

�xkxl
�k�l

35 (11)

where �� is the set of path from the OBDD node representing the
signal i to the terminal OBDD node denoting � 2 f0; 1g. xk is a
primary input variable constituting i, and �k is an assigned value
to xk such that the signal i should be evaluated � in a path �. The
signal probability can be computed in O(N) time where N is the
number of OBDD nodes [1].

The correlated probability in Equation (6) represents the corre-
lation of two signals:

p(i=q ^ j=r) = p(i=q) � p(j=r) � �
ij
qr (12)

Because the signal probability can be computed in O(N) time,
evaluation of Equation (12) can also be performed in O(N) time.

2.3 Temporal Correlation

Simultaneous type HH transitions on neighboring wires yield an
insignificant amount of charge distribution in coupling capacitance.

However, in most cases, the transitions are misaligned due to un-
balanced propagation delays through multiple signal paths to the
logic component. The misalignment leads to multiple interactions
between adjacent wires. The power consumed by coupling capac-
itance increases corresponding to the multiple charge distributions.
Figure 3 shows the coupling power of type HH (PHH) normalized
with respect to the coupling power of type LH (PLH) with various
transition delay between two rising signals on adjacent wires. The
timing dependency of coupling power is measured by HSPICE.

Let � denote the delay between two transitions. Then we have
two boundary conditions for � . As � approaches toward 0, coinci-
dent transitions consume negligible coupling power which is repre-
sented by �0. On the other extreme, as � increases within a func-
tionally proper range, misaligned transitions result in significant
power dissipation, which approaches a saturated ratio �1. Now
we define coincident transition time �0 as the time � needed for the
normalized power to reach �0. The discrete transition time �f is
defined as the time � required for the normalized power to reach
�0 + 0:9 � (�1 � �0). Let us assume that min(tr1, tr2) + �f �
Tclk. Then we approximate the intermediate cases using a linear
interpolation between �0 and �f .

� = �0 +
�1 � �0
�f � �0

� (� � �0) (13)

Now we are ready to figure out the temporal correlation factor
!. In principle, the signal transition on a wire can be temporally
correlated to the signal transition on other adjacent wires. In other
words, the transition on tr1 for the signal 1 is not an independent
event of the transition on tr2 for the other signal 2 in Figure 4(a).
The temporal correlation factor ! can be evaluated by

! = p(j� j� �f) � �1 + p(j� j� �0) � �0

+

R �f
�0

h
p(j� j) �

�
�0 +

�1��0
�f��0

� (� � �0)
�i

d�

�f � �0

(14)

Equation (14) accounts for the temporal correlation between two
signals. However, accurate evaluation of temporal correlation is
known to be prohibitively expensive from a computational point of
view. To approximate the problem, we assume that the transitions
are uniformly distributed and independent of each other. Then, we
can compute the temporal correlation factor as follows. Let �f de-
note the probability of p(j � j� �f), �0 denote the probability of
p(j � j� �0), and �i denote the probability of p(�0 <j � j< �f)
shown in Figure 4(b). In this particular case, the temporal correla-
tion factor ! is given by

! = �f � �1 + �0 � �0

+�i �

R �f
�0

h
�0 +

�1��0
�f��0

� (� � �0)
i
d�

�f � �0
(15)

=

�
�1 + �0

2

�
+ (�f � �0) �

�
�1 � �0

2

�
If �0 = 0,

! =
�1 � (1 + �f � �0)

2
(16)

According to the uniform distribution and random arrival as in Pois-
son distribution, the coefficients �f , �0 and �i can readily be eval-
uated as the area proportion illustrated in Figure 4(b).

Statistical information for signal transition and dynamic behav-
ior analysis enable us to compute both the effective self capacitancebCs and the effective coupling capacitance bCx. Based on the effec-
tive capacitance, we eventually compute the cycle-averaged power
for interconnects in Equation (1).
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Figure 5: Routing example for low power consumption: (a) Left-
edge algorithm (temperature = 13.4); (b) Optimized routing solu-
tion (temperature = 10.7)

3 Crosstalk Model for Domino Logic

Crosstalk effects are determined by physical capacitance and log-
ical characteristics of the wires under consideration. The physi-
cal capacitance is represented by unit-length cross-coupling capac-
itance Cx and spacing between wires.

Due to logical correlation between signals, some signals are free
from crosstalk from other specific set of signals. The concepts of
satisfiability and observability are introduced to capture such logi-
cal behavior.

The uni-directional transition of domino logic implies that a sig-
nal with a stable low is a potential victim signal. And the potential
aggressor signal can be defined as the signal which experiences a
transition causing cross-coupling with a victim signal. Satisfiabil-
ity represents the existence of at least one primary input vector that
satisfies both the victim signal condition and the aggressor signal
condition. Satisfiability of a crosstalk between a victim net v and a
aggressor net a is defined to be

Sva =

(
1 if (v=0 ^ a=1), for input vector p
0 otherwise

(17)

where p is an instance of primary input vector which evaluates v to
logic value 0 and a to logic value 1.

For a crosstalk to affect the functional or temporal behavior of a
circuit, the crosstalk should be observable at primary outputs. The
observability of a crosstalk on a victim signal v is given by

Ova =

(
1 if

P
q2PO (q jv=0 � q jv=1) ja=1 6= 0

0 otherwise
(18)

where q is a primary output signal, and q j v=� is a cofactor of q
with respect to the variable v with the value �.

Then, the maximum crosstalk that a victim signal v can experi-
ence is given by

Xv =
X
a2N

�
Cx � y � dmin

d

�
� (Sva �Ova) (19)

where N denotes the whole set of nets in a circuit.
Notice that we can define logical crosstalk immunity based on

satisfiability and observability according to Equation (19). For a
potential victim signal v and a potential aggressor signal a, if Sva �
Ova = 0 holds, then v is immune to crosstalk of a. In addition, if
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Figure 6: Synthesis flow for low interconnect power

Sav � Oav = 0 also holds, then wire pair v and a are mutually free
from crosstalk, being in the same crosstalk immunity set (CIS) [9].
Intuitively, the wire pair v and a can be placed as close as possible
for compact design, since there will be no crosstalk between them.

4 Cross-Coupling Power Optimization

4.1 Problem Formulation

We assume that the design has already been placed and routed using
gridded channel routing. In addition, the primary input statistics
are known a priori. These assumptions are realistic for soft or firm
intellectual property (IP) macroblock specification.

The effective capacitance consists of both self and coupling ca-
pacitance. Coupling power is the dominant component which is
heavily dependent upon net spacing. Hence, we isolate the effec-
tive coupling capacitance and optimize the net spacing in a routing
solution in order to minimize the coupling power. We formulate the
power optimization problem as follows:

Minimize
X
i;j2N

bCx(i; j)

subject to Max
v2N

Xv � Xspec

Routing area � Areaspec

where � is a member of the set of signal paths from the primary in-
puts to the primary outputs. The constraints specify that maximum
crosstalk and routing area should all be kept within pre-defined
bounds.

4.2 Coupling Power Optimization

Gridded channel routing is specifically considered. The objective of
track assignment is to minimize the effective coupling capacitance
(Equation (6)) in order to reduce coupling power, while satisfying
all the constraints. Because it is hard to consider the objective func-
tion and constraints simultaneously during the routing process, a
conventional channel routing approach, left-edge algorithm [5], is

111



0 20 40 60 80 100
74

76

78

80

82

84

86

+1% Error

−1% ErrorP
o

w
er

(m
W

)

Simulation cycles
0 20 40 60 80 100

60

62

64

66

68

70

Simulation cycles

P
o

w
er

(m
W

) +1% Error

−1% Error

Figure 7: HSPICE power estimation results for C880 benchmark
circuits implemented by (a) the left-edge algorithm and (b) our op-
timization algorithm

first used to allocate the net segments such that the number of tracks
used is minimum.

The segments in the initial routing solution are then perturbed by
moving, swapping, and permuting so as to minimize the coupling
power. Note that the perturbation cannot be performed freely be-
cause of the vertical constraints on their relative vertical positions.
The track assignment problem is known to be NP-hard. So we use
a simulated annealing approach to obtain an optimal solution [7].

The temperature function is defined as follows: Without loss of
generality, we assume that unit-length cross-coupling capacitance
Cx has unit value for minimum spacing. Then the temperature is
computed as the sum of the effective capacitive couplings of each
segment of adjacent nets.

Temp =
X
i;j2N

X
is2seg(i)
js2seg(j)

bCx(is; js) (20)

where net i is adjacent to net j, is is a segment of the net i, and js is
a segment of the net j. Each segment corresponds to a unit RC tile
in Figure 1(b). The space between two adjacent net segments and
switching activities determine the effective capacitive couplings of
each segment as in Equation (6).

Example 4.1: Track assignment examples are illustrated in Fig-
ure 5. Each routing solution in Figure 5(a) and (b) is produced by
the left edge algorithm and a track perturbation algorithm based on
simulated annealing, respectively. The left edge algorithm gives us
a minimum track routing, which is the basis for track perturbation.

Given switching probabilities and slack time, the temperature is
computed to be 13.4 for the solution in Figure 5(a). Figure 5(b)
shows the routing solution based on track permutation, net swap-
ping, and net moving [13]. The average coupling power is com-
puted to be 10.7 which is substantially improved in comparison to
initial routing. �

It is worthy noting that track perturbation does not incur any area
overhead because we carry out permutation, moving and swapping
within the initial routing area. During the annealing process, the
maximum crosstalk constraints are guaranteed by evaluating Equa-
tion (19). The concept of crosstalk immunity set is applied to ac-
count for logical relationships between signals.

5 Experimental Results

Domino logic synthesis flow is shown in Figure 6, which is im-
plemented on an Ultra SPARC workstation. Technology indepen-
dent optimization is performed using SIS [12], then all the internal
inverters are eliminated for a domino logic realization. Crosstalk
immunity set information is extracted so that maximum crosstalk
computation accurately represents the logical behavior of adjacent

wires [9]. Identified CIS information is used to compute the max-
imum cross-coupling effect so that noise constraints are satisfied
during optimization. The circuit is then mapped with a parameter-
ized cell-library [14], which specifies the maximum number of al-
lowable serial and parallel transistors in a cell. The mapped circuit
is placed and routed using the left-edge algorithm, which provides
the initial routing solution for track assignment. In each cooling
step of the simulated annealing, the temperature in Equation (20) is
evaluated based on switching probabilities and updated timing in-
formation. For each routing solution, interconnect parameters for
distributed RC model are extracted under 0.18�m technology pro-
cess. Eventually, we measure the power consumed by the circuit
using HSPICE for given signal probabilities on the primary input
signals. Figure 7 contains two curves of power consumption in the
benchmark circuit C880 for given input patterns. The curve (a) in
Figure 7 represents the running average for the circuit implemen-
tation with the left-edge algorithm, while the curve (b) represents
the average power for optimized routing. Notice that in Figure 7, it
takes about only 60 simulation cycles to converge its eventual level,
and it takes about 10 to 40 cycles to reach the �1% error line.

Table 5 contains synthesis results and measured power in mW
when the signal probabilities assigned to the primary inputs were
0.2, 0.5 and 0.8, respectively. The results under the column “P(LE)”
refer to the power consumed by the circuit implementation using
the left-edge algorithm. It should be noted that the power measured
by HSPICE includes power consumed by gate capacitance and in-
terconnect capacitance, power attributed to short circuit current and
leakage power. The power consumed by the optimal implementa-
tion are reported under the column “P(OPT)”. The optimal routing
solutions save 14.2%, 12.6%, and 16.1% power compared to the
initial routing as shown in the column “% Sav” denoting the per-
centage of the power saving, with respect to each signal probabil-
ity. It can be noted that the impacts of optimization on power saving
would become more significant in UDSM process, since power dis-
sipation will more heavily dependent on coupling capacitance in
UDSM than in 0.18�m technology that we used.

Table 2 contains the results of maximum crosstalk computed by
Equation (19) for each physical realization with unit value for cou-
pling capacitance Cx. The results show that maximum crosstalk
effects are reduced by 10.7%, 8.8%, and 12.1%, with respect to
each signal probability.

6 Conclusion

Signal integrity and energy efficiency are becoming important in ul-
tra deep sub-micron technology. Furthermore, as a premier candi-
date for high-performance system design, reliable domino logic im-
plementation requires a well-structured interconnect network. The
reason is that domino logic is more vulnerable to noise in compari-
son to static CMOS logic.

We presented a formulation for the average power dissipated by
interconnect. The power model accounts for signal and temporal
correlations when computing effective capacitance. Signal corre-
lations are evaluated by using OBDD efficiently. Timing analysis
provides for temporal correlation factor that accounts for charge re-
distribution on coupling capacitance due to misaligned transitions
on adjacent nets. Then, maximum crosstalk effects between neigh-
boring wires are modeled to reflect the logical aspects as well as
electrical factors. Based on the coupling power model and the max-
imum crosstalk model, coupling power is optimized using track per-
turbation. Meanwhile, constraints on area and noises are assured to
meet the specification. Experimental results show that over 12% of
total power is saved and the maximum crosstalk is reduced by 8.8%
eventually with on-probability of 0.5 for all primary input signals.
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Table 1: Impact of power optimization for routing results with various signal probabilities: power
(mW) is measured using HSPICE

Signal Prob = 0.2 Signal Prob = 0.5 Signal Prob = 0.8
Circuit P(LE) P(OPT) % Sav P(LE) P(OPT) % Sav P(LE) P(OPT) % Sav
C432 1.5 1.4 6.7 1.5 1.4 6.7 1.5 1.4 6.7
C499 3.6 2.9 19.4 3.6 3.0 16.7 3.6 2.8 22.2
C880 2.3 1.9 17.4 2.2 1.8 18.2 2.1 1.6 23.8

C1908 8.3 6.8 18.1 8.2 6.9 15.9 8.3 6.7 19.3
C2670 6.7 6.0 10.4 6.7 6.2 7.5 6.8 6.2 8.8
C3540 39.8 37.4 6.0 40.9 37.8 7.6 41.1 37.2 9.5
C5315 33.4 30.3 9.3 33.2 29.8 10.2 33.5 29.5 11.9
C6288 121.1 89.1 26.4 121.0 98.2 18.8 118.8 86.2 27.4
C7552 97.7 83.4 14.6 97.4 86.3 11.4 96.7 81.1 16.1
Avg. � � 14.2 � � 12.6 � � 16.1

Table 2: Maximum crosstalk for routing solutions
Signal Prob = 0.2 Signal Prob = 0.5 Signal Prob = 0.8

Circuit X(LE) X(OPT) % Red X(LE) X(OPT) % Red X(LE) X(OPT) % Red
C432 0.27 0.25 9.2 0.27 0.26 3.9 0.27 0.22 19.0
C499 0.26 0.24 7.6 0.26 0.25 2.2 0.26 0.22 16.2
C880 0.33 0.24 26.5 0.33 0.27 17.5 0.33 0.28 16.5

C1908 0.43 0.42 2.5 0.43 0.39 10.7 0.43 0.42 2.0
C2670 0.64 0.62 3.1 0.64 0.61 4.7 0.64 0.60 6.3
C3540 1.63 1.43 12.6 1.63 1.49 8.7 1.63 1.58 3.3
C5315 1.30 1.27 2.3 1.30 1.19 8.0 1.30 1.27 2.3
C6288 3.16 2.70 14.5 3.16 2.89 8.5 3.16 2.00 36.9
C7552 2.72 2.22 18.1 2.72 2.31 14.8 2.72 2.54 6.4
Avg. � � 10.7 � � 8.8 � � 12.1
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