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This paperpresentsan enhancementof our “Algorithm Architec-
ture Adequation”(AAA) prototypingmethodologywhich allows
to rapidly develop andoptimize the implementationof a reactive
real-timedataflow algorithmon a embeddedheterogeneousmulti-
processorarchitecture,predictits real-timebehavior andautomat-
ically generatethe correspondingdistributedandoptimizedstatic
executive. It describesa new optimizationheuristicable to sup-
port heterogeneousarchitecturesandtakesinto accountaccurately
inter-processorcommunications,which are usually neglectedbut
mayreducedramaticallymultiprocessorperformances.
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Theincreasingcomplexity of signal,imageandcontrolprocessing
algorithmsin embeddedapplications,requireshigh computational
power to satisfyreal-timeconstraints.This power canbeachieved
by parallelmultiprocessorswhich areoften heterogeneousin em-
beddedsystem:they aremadeof differenttypesof processorsinter-
connectedbydifferenttypesof communicationmedia.In thesesys-
tems,communicationsaretoo often neglectedalthoughthey may
decreasetremendouslythe actualperformancesof the aforemen-
tionedapplications.In orderto helpthedesignerobtainrapidly an
efficient implementation(i.e. which satisfiesreal-timeconstraints
andminimizesthearchitecturesize)of thesecomplex algorithms,
andto simplify the implementationtask from the specificationto
the final prototype,we have developedthe AAA 1 rapid prototyp-
ing methodology[21].

The implementationof an algorithm on a architecturecorre-
spondsto a resourceallocationproblem.As classifiedin [5] there
aretwo possibleresourceallocationpolicy : dynamicor static.

The dynamicpolicy is moreefficient when the executiondu-
ration dependon the processeddata. The algorithmimplementa-
tion is also apparentlysimplified becausethe dynamicexecutive
providesnumerousservices(taskallocation,communicationetc.).
But the price to be paid is the inducedoverhead[3, 1, 17] both
in programsizeand in executiontime (mainly causedby expen-
sive context switchinganddynamiccommunicationrouting). The

1AAA standsfor AdequationAlgorithm Architecture,“adequation”is a french
word meaninganefficientmatching

difficulty to predictrun-timeexecutiondurations,andrun time be-
havior, forcesthe designerto insert (large and empirical) safety
marginswhich leadto resourceswaste,whichmustbeaddedto the
resourcesconsumedby thedynamicoperatingsystemitself.

On theotherhand,staticschedulingminimizestheoverall ex-
ecutiontime by drasticallyreducingoverheads[3, 7], but it does
not allow to implementasvariousapplicationasthedynamicpol-
icy does,becauseall thepropertiesof theapplication,includingits
environment,must be known at compile time. Hence,the static
policy is appropriate[17] for the implementationof real-timere-
active [4] control,signalandimageprocessingalgorithmson em-
beddedmachines,whereresourcesandtimearehardlylimited, and
wherethealgorithmandits environmentarewell known. An im-
portantpart of researcheson staticschedulingfocuson minimiz-
ing thenumberof inter-processorcommunications[12, 25, 16] but
rarelyon their optimization(scheduling,routing[24], parallelism)
which canbedonestaticallybut requiresto beableto allocatethe
communicationsequencersusually ignored. This lack of control
inducesinaccurateestimatedcommunicationdelaysandcancause
unpredictableperformancedegradations[1]. This paperaddresses
thiscrucialissue,whichhasdrawn too little attentionin RTOSand
real-timeexecutive researches[7].

Basedof theseobservations,AAA usesstaticscheduling(even
communicationsare routedand scheduledstatically) and rapidly
leadsto a debug-freeoptimizedprototypewhich is consequently
reusableaswewill seealongthispaper. In section2,wepresentthe
modelsusedin AAA. In orderto addresstheNP-complete[8, 19]
resourceallocationproblem,andbecausewe aim rapid prototyp-
ing, section3 presentsa fastgreedylist schedulingheuristicwhich
allows to rapidly predictandoptimizetheperformancesof differ-
entkindsof algorithmson differentkindsof architectures.Section
4 givesrulesto automatethegenerationof thestaticexecutive cor-
respondingto thechosenimplementation.Section5 presentsboth
the softwaretool SynDExwhich implementsAAA, andan appli-
cationdesignedandrealizedwith it. Finally section6 givesa brief
conclusion.
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Theheterogeneousmultiprocessortargetarchitectureisspecifiedas
a nonorientedhypergraphof operators(graphvertices),that may
beof differenttypes,connectedthroughbidirectionalcommunica-
tion media(nonorientedgraphedges),thatmayalsobeof different
types. A communicationmediummay connecttwo operatorsor
more.Thisgraph(in themiddleof figure1) describestheavailable
parallelismof the architecture.Eachoperatoris a finite statema-
chine(programmable,with instructionanddatamemories)which



executessequentiallya subsetof the algorithm’s operations(Cf.
next section).2 Eachcommunicationmediumexecutessequentially
communicationoperations(Cf. section2.3). A mediumincludes
not only the wires neededto move dataspatiallybetweenopera-
tors memories,but alsothe transformatorunits (DMA or UART)
that sequencesmemoryaccesseson eachsideof the wires. Each
transformatoris a finite statemachineandconsequently, a medium
whichiscomposedof severalcommunicatingtransformatorsisequi-
valentto a singlefinite statemachine.On eachside,the commu-
nicationmediumis ableto synchronizewith theoperatorin order
to access,in alternation(mutual exclusion), shareddatabuffers.
Sincein general,a transformatorrequiresthe operatorsequencer
(via shortinterrupts)for sequencingandexecutingoperationsthat
it is not ableto do itself, a processor(CISC,DSP, etc) usuallyin-
cludesnotonly oneoperator, but alsoa partof eachconnectedme-
dia.
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An algorithm, asdefinedby Turing andPost[23], is a finite se-
quence(total order) of operationsdirectly executableby a finite
statemachine.For amultiprocessorarchitecture,composedof sev-
eralfinite statemachines,algorithmsmustbespecifiedwith at least
asmuchparallelismasthearchitecture.Sincewewantto beableto
comparetheimplementationof analgorithmon differentarchitec-
tures,thealgorithmgraphmustbespecifiedindependentlyof any
architecturegraph. Thus,we extendthenotionof algorithmto an
orientedhypergraphof operations(graphvertices),which execu-
tion is partially orderedby their datadependences(orientedgraph
edges). We needan hypergraphmodel (an example is given in
the top of figure 1) becauseeachdatadependencemay have sev-
eral extremitiesbut only oneorigin (diffusion). This dependence
graph, alsocalleddirectedacyclic graph(DAG) [10,20], exhibitsa
potentialparallelism:two operationswhich arenot in datadepen-
dencerelation,maybeexecutedin any orderby thesameoperator
or simultaneouslyby two differentoperators.Wedealwith reactive
systemswhicharein constantinteractionwith theenvironmentthat
they control. This is why thealgorithmoperationsneededto com-
putethe outputevent for the actuators,from the input event from
the sensors,are indefinitely repeated,oncefor eachsamplingof
the sensors. In other words, the algorithm is an infinitely wide,
but periodic,acyclic dependencegraph,reducedby factorizationto
its repetitionpattern[15] (alsocalleda dataflow graph),which is
executedfor eachinputevent.

In orderto detectdesignmistakesassoonaspossiblein thede-
velopmentcycle,algorithmgraphsmaybeproducedby thecompil-
ersof high level specificationlanguages,suchastheSynchronous
Languages[9] (Esterel,Lustre,Signal),whichperformformalver-
ificationsin termsof eventsorderingin orderto preventdead-locks.
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The prime assumptionof our implementationmodel is that each
operationof the algorithmgraphdoesnot requiremore thanone
operatorfor its execution,but theremustbeat leastoneoperatorof
the architecturegraph,ableto executeit. Whenseveral operators
areable to executean operation,oneof themmustbe chosenin
orderto executeit.

Theexecutionof eachoperationby anoperatorconsistsin read-
ing the operation’s input datafrom the operatormemory, then in
combiningthemto computetheoutputdatawhich arefinally writ-
ten into theoperatormemory. Therefore,whentwo operationsin
data-dependencerelation are executedby the sameoperator, the
operationproducingthedatamustbeexecutedin sequencebefore
the operationconsumingthe data. Whentwo data-dependentop-
erationsareexecutedby two differentoperators,thedatamustbe
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Figure1: Exampleof implementation

transferred,from thememoryof theoperatorexecutingtheproduc-
ing operation(afterits execution),into thememoryof theoperator
executingthe consumingoperation(beforeits execution). Sucha
datadependenceis called an inter-operatordatadependence. In
order to supportit, a route (path in the architecturegraph)must
be chosenbetweenthe two operators. For eachcommunication
mediumcomposingthat route,onecommunicationoperation(ex-
ecutedby the correspondingmedium)mustbe insertedin the al-
gorithm graphbetweenthe producingand the consumingopera-
tions. When the route is composedof more than one intermedi-
atemedium,thedatamustbetemporarilystoredin thememoryof
eachintermediateoperator. The implementationrequiresnot only
to choose,for eachoperation,theoperatorby which it will beexe-
cuted,but alsoto choose,for eachinter-operatordatadependence,
themediathatwill executecommunicationoperationsto routethe
data.Thesechoicescorrespondto a spatialallocationof thearchi-
tectureresources,usuallycalledpartitioningor placement,called
hereafterdistribution. Sinceoperators(resp.media)arefinite state
machines,theimplementationalsorequiresto choose,for eachop-
erator(resp. medium),anexecutionorderbetweentheoperations
(resp. communicationoperations)assignedto it, compatiblewith
theprecedencesrequiredby thedatadependences.Thesechoices
correspondto a temporalallocationof eacharchitectureresource,
calledhereafterscheduling.

Distributionandschedulingof operations,aswell astheiropti-
mizationin thecaseof homogeneousarchitectures,have beenfor-
malizedin termsof graphtransformationsin [21]. Here,we take
into considerationheterogeneousarchitectures(seesection3), and
we improve two routing aspectsof the implementation. In [21],
all datadependencesbetweentwo operatorsareroutedthroughthe
samepath,arbitrarilychosenamongtheshortestones.Wereexam-
ine theroutechoicefor eachinter-operatordatadependence,such
thattwo simultaneousonesmaybeparallelizedon differentroutes
insteadof beingsequencedon the samearbitrarychosenrouteas
in [21]. Moreover in [21], datadiffusionis implicitly allowedonly
in theoperatorsat eitherextremitiesof a route. Whereashere,we
allow diffusion in eachintermediateoperatoron theroute,sothat,
for example,diffuseddata, insteadof being communicatedonce
througheachroute,i.e. twice througheachmediumsharedby the



two routes,will be transferredonly oncethrougheachmediumof
either: route.

Figure1 showsasimpleexampleof implementationwith com-
municationoptimizationbasedon parallel routing and diffusion:
operations(A,B), (C,D), andE areassignedrespectively to opera-
torsOpr1,Opr2,andOpr3. Thetwo datadependencesbetweenA
andE arecommunicatedsimultaneouslyon the two (samelength)
parallel routesM1-M2 andM4-M3. The dataproducedby A on
Opr1 is first transferredto Opr2(by thecommunicationoperation
executedby M1), whereit is diffusedto C andto thecommunica-
tion operationexecutedby M2, by which it is transferedto Opr3
for E. In parallel,theseconddataproducedby A, is transferedto C
by anotherroutemadeof M4, Opr4,andM3.
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For a given pair of algorithm and architecturegraphs,thereis a
largebut finite numberof possibleimplementations,amongwhich
we needto selectthe mostefficient one, i.e. which satisfiesreal-
time constraintsandminimizesarchitectureresources.This opti-
mizationproblem,asmostresourceallocationproblems[8, 19] is
known to beNP-complete,andits sizeis usuallyhugefor realap-
plications.This is why we useheuristics.Sinceexperienceshows
that the algorithm graphand the architecturegraphare modified
severaltimesbeforeasatisfyingresultis obtained,andbecausewe
aim rapidprototyping,we needa fastbut efficient heuristicwith a
graphicalglobal view of the results(Gantt chart)wherethe user
may easily find out critical pathsor bottlenecks. Hence, if the
rapidly predictedexecutiontime doesnot matchthereal-timecon-
straint,theusercaneithermodify thealgorithmgraphto offer more
parallelism,or adddistributionconstraints(in orderto work around
singularaberrantresultsinherentto any heuristic). Thenthe user
appliesthe heuristicagain. On the contrary, if the real-timecon-
straintis met,theusercantry to reducethearchitecturegraphand
appliestheheuristicagain.

In orderto reachtheabove requirements,ourheuristicis based
on a fastandefficient greedylist schedulingalgorithm[18, 2, 25],
with a costfunctionthattakesinto accounttheexecutiondurations
of operationsandof communications.Thesedurationsareobtained
by a preliminarystepof characterization.
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As mentionedin section2.1, eachoperatorcan executeits own
operationset. It is characterizedby a lookup tablethatassociates
an executiondurationto eachoperationof this set. The first way
to obtaincharacteristicsis basedon durationestimation:an oper-
ation is codedby a sequenceof CPU instructions,so its duration
dependsonthenumberof clockcyclesneededfor eachinstruction,
andontheclockperiod,but alsoonthepeculiaritiesof theoperator
(cachemanagement,instructionpipeline). This methodis man-
ageableonly for simpleoperatorsor asa rapidfirst approximation
whentheoperatoris not yet available. Theotherway is basedon
durationmeasurement:eachoperationmay be timed in situ, with
thehelpof anexecutiveautomaticallygeneratedwith chronometric
loggingoperations,insertedbetweenotheroperations[6].

Every datadependencemayhappento beinter-operator, this is
why theexecutiondurationof communicationoperations,for each
datatype (int, float.. . ) usedin the algorithm,have to be charac-
terizedfor eachcommunicationmediumusedin thechosenarchi-
tecture. At this point thereareusually two subsetsof datatypes
to consider, basicscalartypesandcompositetypes. It is not al-
wayspossibleto extrapolatethe transferdurationof a composite
type from the transferdurationsof its components,whereasit is
alwayspossibleto measurethedurationof thetransferof eachdata

type(includingcompositetypes)for eachmedium,andto storethe
resultin a lookuptablecharacterizingthemedium.
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Thegreedylist schedulingalgorithmusedin ourheuristic,is based
on a costfunctiondefinedin termsof thestartandenddatesof the
operationsexecutions,themselvesexpressedrecursively from the
executiondurationsof operationsandcommunications.Whereas
in [21] the architecturegraphis assumedhomogeneous,i.e. the
executionduration∆ H o I of anoperation(resp.communicationop-
eration)o is the sameon eachoperator(resp. medium),herewe
considerheterogeneousarchitectureswheretheexecutionduration
of anoperation(resp.communicationoperation)o executedby an
operator(resp. medium) p in Gar (the architecturegraph)is de-
fined by ∆p H o I (this value is found in p’s characteristicslookup
table). As in [21], the setof successors(resp. predecessors)of
anoperationo in Gal (thealgorithmgraph)is denotedΓ H o I (resp.
Γ̄ H o I ), andits “earlieststartfrom start” dateS H o I , its “earliestend
from start”dateE H o I , its “latestendfrom end”dateĒ H o I , its “latest
start from end” dateS̄ H o I , the makespan(algorithmgraphcritical
pathlength)R, andits “scheduleflexibility” F H o I , aredefinedby2:

S J o KML max
x N Γ̄ O o P E J x KQJ or 0 if Γ̄ J o K%L /0 K

E J o KRL S J o K�S ∆p J o K
Ē J o KRL max

x N Γ O o P S̄ J x KTJ or 0 if Γ J o K%L /0 K
S̄ J o KML Ē J o K�S ∆p J o K

R L max
o N Gal

E J o K5L max
o N Gal

S̄ J o K
F J o KRL R U S J o K-U ∆p J o K-U Ē J o K

Whenthe heuristiccostfunction considersan operationo, all o’s
predecessorsarealreadyscheduled(theoperatorsor mediathatwill
executethemhave alreadybeenchosen),but no successorof o’s is
yetscheduled,soin thecomputationof Ē andS̄, ∆ hasto bedefined
independentlyof any operator. Wedefinetheexecutiondurationof
anoperationo notyet scheduledby theaverageexecutionduration
of o onall operatorsableto executeit:

Gar V o LXW p Y Gar Z∆p J o K is defined[
∆ J o K�L ∑

p N Gar \ o ∆p J o K
CardJ Gar V o K

As soonasanoperationo is scheduledonanoperatorp, its duration
changesfrom ∆ H o I to ∆p H o I , and for eachpredecessoro ] of o’s
not scheduledon p, communicationoperationshave to beinserted
betweeno ] and o, and to be scheduledon media. Consequently,
S H o I maychangeto a biggervalueS ] H o I , andthemakespanR may
alsochangeto abiggervalueR ] . As in [21], ourcostfunctionσ H o I ,
calledtheschedulepressure, is thedifferencebetweentheschedule
penaltyP H o I�^ R ]�_ R (critical pathincreasesdueto thisscheduling
step)andthescheduleflexibility F H o I�^ R ] _ S ] H o I%_ ∆p H o I%_ Ē H o I
(schedulemargin beforeacritical pathincrease),whichgives:

σ J o K�L S `aJ o K�S ∆p J o K�S Ē J o K-U R

σ H o I is an improved versionof the often usedF H o I , because
wheno becomescritical, F H o I stopsdecreasingandremainsnull,
whereasP H o I startsincreasingfrom 0, i.e. σ H o I continuesto in-
crease;moreover the comparisonbetweenthe schedulepressures
of two operationseliminatesR andits expensive computation.

2Note the symmetryof formulas: “From start” and “From end” are relative to
oppositetime directionsandorigins; min

o b Gal
S c o d#e 0 e min

o b Gal
Ē c o d by definition. In the

literature[13], ASAP e S andALAP e R f S̄.



OPR1 OPR1 OPR2 OPR3 OPR4 OPR5
M1 g g
M4 g g g

Route’s length 0 1 2 1 1

Table1: Routetableof OPR1
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Theheuristiciterateson a setOs of “schedulable”operations.An
operationnot yet scheduledis schedulablewhenall its predeces-
sorsarealreadyscheduled.At eachmainstepof theheuristic,one
schedulableoperationo is elected,andscheduledon its bestop-
erator(seedetailshereunder),thenbecauseo becomesscheduled,
someof its successorsmaybecomeschedulableon their turn. This
mainstepis repeateduntil Os is empty, whichhappensonly aftera
full explorationof the “successor”partial orderrelation,i.e. after
all operationsarescheduled,in anordercompatiblewith thatpartial
order. Thebestoperatorfor a schedulableoperationo is eitherthe
onewhereo is constrainedby theuserto beexecuted,or theonefor
whicho hasthelowestschedulepressureσ H o I . In orderto compare
schedulepressures,aschedulableoperationis tentatively scheduled
on eachoperatorableto executeit. Eachoperatorp hasanassoci-
atedorderedsetof operations,calledits schedule: to bescheduled
on p, anoperationo is first appendedto theendof p’sschedule,and
then,for eachpredecessoro ] of o’s,which is scheduledon p ]ml^ p,
communicationoperationsareinsertedbetweeno ] ando andsched-
uledon themediaof a chosenrouteconnectingp andp ] . All com-
putedvaluescorrespondingto thebestoperator(Sbest H o I , Ebest H o I ,
σbest H o I , pbest H o I ) areassociatedwith theoperationo, in orderto
beeasilyretrievedlater. In orderto fill-up theresourcesasmuchas
possible,Os is restrictedto O ]s ^on o p Os q Sbest H o Isr Ebest H omin Iut
whereomin is such that Sbest H omin Iv^ min

o w Os

Sbest H o I . In this sub-

set, the operationhaving the highestσbest (i.e. the mostcritical)
is elected,removed from Os, anddefinitely scheduledon its best
operator. The successorsof this scheduledoperationthatbecome
schedulable(becauseall of their predecessorsarenow scheduled)
areaddedto Os. Thenext heuristicmainstepis thenreadyto begin
on thisnew Os.
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Whenanoperationo is scheduledon anoperatorp, for eachinter-
operatordata dependence(betweeno and an o’s predecessoro ]
which is not scheduledon p), a routemustbe chosento transfer
thedatafrom theproduceroperationo ] to theconsumeroperation
o. For eachmediumof that route, a communicationoperationc
must be inserted(betweeno ] and o) andscheduled.The choice
of the route is incremental. It startsfrom the operatorexecuting
o ] , andis simplifiedby theuseof pre-computedroutingtables.In
eachoperatorp, this tableprovidesfor eachotheroperatorp ] the
mediumconnectedto p thatallows to reachp ] throughaminimum
numberof intermediatemedia(table1 givesthe routing tablesof
theOpr1in theexampleof thefigure1). At eachincrementalstep
of thisschedulingprocedureacommunicationoperationc is sched-
uledonamedium.Amongthemediawhichconnectp to anext op-
eratorbelongingto oneof theshortestroutetowardsp ] , oneelects
the mediumthat inducesthe minimum executionend dateE H c I .
Eachmediumm hasan associatedorderedsetof communication
operations,called its schedule: to be scheduledon m, c is sim-
ply appendedto the endof m’s schedule,except if m’s schedule
containsa previous communicationoperationc ] transferringthe
samedata(diffusion), in which caseE H c ]+I is consideredinstead.
This incrementalstepis repeateduntil thedestinationoperatorp ] is

reached.So,ateachstepof theheuristic,communicationsareeval-
uatedon eachmediumof theshortestroutesto thedestinationop-
erator. Thereby, theloadof eachmediumis balanced,theavailable
communicationparallelismofferedby thehardwarearchitectureis
thenexploited.
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We give herethemain ideasabouttherulesthatallow to generate
automaticallythe application-specificexecutive correspondingto
theimplementationof a givenalgorithmona givenarchitecture.

Theexecutiveisgeneratedinto severalsourcefiles,onefor each
operator, andonefor automatingthearchitecturespecificcompila-
tion chain. Eachfile containsan intermediatecodecomposedof a
list of macro-calls,which will be translatedby a macro-processor
into a sourcecodein the preferredcompilablelanguagefor each
target operator. Executive macrosgenerateeither the desiredin-
structionsinline, or acall to aseparatelycompiledoperation.They
may be classifiedinto two sets. The first one is a fixed set of
systemmacros, which supportcodedownloading,memoryman-
agement,sequencecontrol, inter-sequencesynchronization,inter-
operatortransfers,andruntimetiming (in orderto characterizeal-
gorithmoperationsandto profile theapplicationasin [6, 1]). The
secondoneisanextensiblesetof applicationspecificmacros, which
supportthealgorithmoperations.

For eachoperator, the generatedlist of macro-callsis com-
posed,in order, of macrosdescribinga treecovering thearchitec-
turegraphandrootedon a “host” operator(usedfor downloading
applicationcode,and for collecting runtime timings), of macros
allocatingmemory buffers (for data dependences),of one com-
municationsequencefor eachmediumconnectedto the operator
(built from the medium’s schedule),and of one computationse-
quence(built from theoperator’s schedule).In this executive,con-
text switchesonly occur betweenthe communicationsequences
(which arecomposedof systemmacrosonly) andthecomputation
sequence,thenonly a few registersneedto besavedandrestored.
For example,on anarchitecturebasedon TMS320C40DSPs,the
CPU overheadfor eachcommunicationis only 56 instructioncy-
cles,including“dataready”synchronization,DMA programming,
endof transferinterrupt,and“buffer free” synchronizationbetween
communicationandcomputationsequences.In orderto avoid the
overheadsof usualcommunicationprotocols(suchasdatatransfers
betweenprotocol layers,or the additionof routing informations)
thesesequencessharethe memorybuffers of communicateddata,
andincludesynchronizationmacrosto accessthesebuffers in the
orderrequiredby thedatadependences,in a way that this orderis
satisfiedat runtimeindependentlyof theoperationsexecutiondu-
rations.Thereforetheimplementationoptimization,evenif it may
be biasedby inaccuratearchitecturecharacteristics,is safein the
sensethatit cannotinduceruntimesynchronizationerrors(suchas
deadlocks,or lostdata)or aninefficientscheduleof communicated
data. This certitudeallows big savings in applicationcodingand
debuggingtimes. Oncetheexecutive librarieshasbeendeveloped
for eachtypeof processor, it takesonly a few secondsto automat-
ically generate,compileanddownloadthe deadlockfreecodefor
eachtargetprocessorof thearchitecture.It is theneasyto experi-
mentdifferentarchitectureswith variousinterconnectionschemes.
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Thewholemethodologyis implementedin thesystemlevel CAD
softwareSynDEx3[22, 14]. Its GraphicalUserInterfaceallows the
userto specifyboth the algorithmandthe architecturegraphs,to

3http://www-rocq.inria.fr/syndex



executetheaforementionedheuristicandthento displaytheresult-
ing distribution andschedulingon a temporaldiagram(thebottom
of figure 1 presentssucha diagramwherethe vertical sizeof the
operationsare proportionalto their duration). When the user is
satisfiedby the predictedtiming, SynDExcanautomaticallygen-
eratethe dead-lockfree executive for the real-timeexecutionof
the algorithm on the multiprocessor. Real-timedistributedexec-
utive libraries have beendevelopedfor networks basedon DSPs
(TMS320C40,ADSP21060),Transputers,microcontrollers,andge-
neralpurposeprocessors(PC andUNIX workstations). SynDEx
hasbeenusedto develop several real-timeheterogeneousapplica-
tions, amongwhich [11]: a new urbanelectricvehiclecontrolled
by a distributed embeddedcomputersystem(basedon the CAN
bus andfive MC68332,one i80c196,one i80486)providing fea-
turessuchasautonomousdriving androuteplanning.
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Theglobalapproachof theAAA methodologyaimsto rapidlypro-
totype real-time embeddedapplications. It is basedon a static
schedulingpolicy to minimize execution time and programsize
overheads.AAA usesa fastheuristicwhich accuratelytakesinto
considerationthe heterogeneouscharacteristicsnot only of oper-
ators(computations)but alsoof media(communications).More-
over, this heuristicoptimizesinter-processorcommunicationsby
exploiting the communicationparallelismofferedby thearchitec-
ture, andby balancingthe load of eachcommunicationmedium.
Finally, theautomaticallygeneratedexecutiveallowsto rapidlycar-
ry out an optimizedprototypewithout wastingthe user’s time in
multiprocessorprogrammingand debugging. Presently, we are
working on the optimizationheuristicin the caseof conditioned
operations,andon anextensionof theAAA methodologyfor con-
figurablecircuits(FPGA)to allow futureco-designoptimization.
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