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Abstract

Effective power reduction can be achieved at higher
levels of design abstraction. A number of such tech-
niques have been proposed for power optimization in
the literature. These techniques use RT level templates
which characterize the area, delay and power of the de-
sign. The templates are based on some knowledge of
the logic block such as the number of nodes, levels and
their interconnections. Methods which model the power
consumpltion of a logic block whose internal details are
not known are desirable to explore trade-offs early on
tn the design cycle. Recently, lower bounds for swilch-
ing activity at the gate level based on decision theory
have been proposed by the authors. This has been ez-
tended to derive the average switching activity of a mod-
ule based solely on its functionality. The erperimental
results on ISCAS '85 benchmark circuits indicate that
the approach gives reasonably accurate estimates at low
computational cost. In this paper, we use the RT level
estimates for power ezploration at the behavioral level
for vartous high level synthesis benchmarks. The ezper-
tmental results show that eppropriate design decisions
can be taken at the high level to reduce the cost of re-
designing which would be incurred if committed to a par-
ticular circuit structure.

Keywords: High Level Designs, Power Estimation,
Low Power Designs, Switching Activily

1 Introduction

Low power designs can be realized at various levels
of the design cycle. Therefore, accurate estimation of
power consumption at each level is necessary for the
synthesis of these designs.. The increasing demand for
personal computing devices and wireless communication
equipments with real time applications has resulted in
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the need for designing circuits with low power consump-
tion. Until recently, designers were mainly concerned
with area and throughput as the important design pa-
rameters. The addition of power as a third parame-
ter to the design search space has consequently lead to
the exploration of the tradeoffs between area, delay and
power.

At higher levels of abstraction, the designers have a
wide choice for implementing a particular circuit. Opti-
mizations performed at this level have shown to be very
effective in power reduction. Accurate power estimation
techniques are necessary to guide the optimization pro-
cedures. Behavioral level techniques depend on some
RT level template which characterizes the area, delay
and power. To address the issue of power characteriza-
tion, two approaches [1] have been developed: bottom-up
and top-down methods. In the bottom-up approach, the
switching activity is accurately characterized by means
of profiling the behavioral description or by direct simu-
lation. The bottom-up approaches are library based and
depend on the power consumption characterization of
the cells in the library set. Also, designers use libraries
from different sources and hence a library independent
approach for power analysis is very much desirable.

In an effort to facilitate a library independent be-
havioral power estimation method, the top-down ap-
proach was proposed. In the top-down methods, no
information is available about the module structure.
Hence the main issue is estimation of the average cir-
cuit switching activity and its complexity. Two methods
have been proposed in [2, 3] which relate the switching
activity to input-output entropy and the functionality.
Recently, a decision theoretic approach for characteriz-
ing the switching activity at the gate and RT level was
proposed in [4]. In this paper, we use the RT level esti-
mates to guide the power optimization at the behavioral
level. Specifically, we show that the decision theoretic
estimates serve as good performance measures during
behavioral transformations for low power designs.



The paper is organized as follows. Section 2 describes
the related work. The RT level switching activity mod-
eling is briefly shown in Section 3. The use of the RT
estimates in power exploration is described in Section
4. Section 5 shows the experimental results on vari-
ous high level synthesis benchmarks. Conclusions and
future work are given in Section 6.

2 Related Work

Many attempts have been made for power estima-
tion and optimization at the higher levels of design ab-
straction. An efficient technique for architectural power
estimation was proposed in [5]. They develop capac-
itance models for different modules by differentiating
the MSBs and LSBs switching activities. The LSBs per-
form as uncorrelated noise and the MSBs are strongly
correlated. - The power model takes into account the
LSB and MSB capacitance values. The switching ca-
pacitance values for various input statistics are stored
in tables and are invoked in the form of look-up tables.
This gives very accurate results but the characterization
process is very tedious and cell library dependent.

The work in [6, 7] propose heuristics and ILP tech-
niques for performing scheduling, module allocation and
clock selection. They use a simulation based method
to consider the inter and intra iteration effects on the
switched capacitance. In [8], profiling is used to obtain
the average switching activity of datapath, controllers
and interconnects. Typical statistics used for analysis
are the number of operations, number of accesses of a
given operation and I/O operations. Analytical equa-
tions are then built using these statistics and used in
behavioral synthesis for low power. A similar approach
is described in [9] where a predetermined value of the
average switched capacitance obtained from simulation
Is assumed.

A cycle accurate power macro-model is developed in
[10]. This is important since it gives the power con-
sumed in every cycle. The macro-models are generated
by taking into account the structure and functional-
ity of the circuit and hence are very accurate. They
also propose a method of generating macro-models by
assuming an initial equation with many variables and
then pruning them by simulating with different input
sequences. This is less accurate but is very fast and re-
quires no user intervention. Another technique to gen-
erate a power macro-model for RTL circuits is presented
in [11]. The approach accounts for glitches present in
the circuit. But the number of variables in the macro-
model is high. The work in [1] proposes a look-up table
based macro-model. The look-up table consists of the
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average input signal probability and the average input
and output transition densities. From the look-up table,
power can be estimated for any input statistics.

High level transformations can be applied to optimize
a design for area, speed and power. The approach de-
scribed in [12] applies various transformations to reduce
power in data dominated circuits. Concurrency is intro-
duced by means of parallelism and pipelining and this
improved throughput is used reduce the supply voltage.
The overall power decreases due to the quadratic effect
of power on the supply voltage. Other transformations
such as loop interchange and input reordering are used
in {13] to reduce the switching activity in functional
units. Precharacterized cells guide the transformations
in [12, 13].

In contrast to the above bottom-up approaches, three
top-down methods for power analysis have been pro-
posed which do not depend on the internal details of
a circuit. In [2, 3], entropy and informational energy
have been used as measures of switching activity. It is
shown that the switching activity is upper bounded by
a function of entropy. This method is useful in comput-
ing the average switching activity of a RT level module.
A method to obtain the entropy for dataflow graphs
has also been described in [3]. A simplified model for
the RT level structure has been used which character-
izes it in terms of NAND gates. Although the entropy
based method in [3] describes application to dataflow
graphs, no experimental results are given. In [2], the
average switching activity is estimated in terms of the
input and the output entropy and the number of in-
puts and outputs. This information is obtained from
a high level description of the module. The work in
[4] proposes a decision theoretic method to compute
lower bounds for the switching activity at the gate level.
The switching activity is modeled as the decision error
of an abstract two class problem. The proposed lower
bounds are then used for switching activity characteri-
zation at the RT level. The RT level estimates are based
on the input-output behavior and the functionality of a
module. Such high level, library independent estima-
tion techniques are desirable for redesigning at an early
stage.

In this paper, we use the RT level estimates proposed
in [4] for power exploration at the behavioral level for
various high level synthesis benchmarks. The experi-
mental results show that appropriate design decisions
can be taken at the high level to reduce. the cost of re-
designing which would be incurred if committed to a
particular circuit structure.



3 High Level Switching Activity
Characterization

In this section, we briefly describe the average switch-
ing activity characterization at the RT level using de-
cision theoretic arguments. The details of the method
can be found in [4].

3.1 Decision Theory

Decision theory is concerned with guessing the un-
known nature of an observation, for instance, decid-
ing on the median of random observations from a given
set. If the observation is .X = z, then its unknown na-
ture, Y =y, is called a class. A classifier is a function
g(z) : R — {0,---,Q -1} that maps the d-dimensional
input space into one of the Q classes. A classification
error occurs on X if g(X) # Y, and the probability of
error for g is given by

L(g) = P(9(X) #Y) (1)

For a two class problem, if n(X) = P(Y = 1{X) is the
posterior (conditional) probability of class-1 given the
observation X, the Bayes classifier, g=, is defined as

v J LifaXx)>1
9"(X) —{ 0, otherwise (2)
The Bayes error L* can be shown to be [14]
L* = L(g") = E(min(n(X),1 - n(X)))  (3)

where E denotes the expected value. Another classifier
is based on the k nearest neighbor (¢ — NN} rule. For
the 1 — NV rule, the asymptotic classification error is
given by [15]:

Lan = L(gn) = E@2n(X)(1 - n(X)) (4)

Figure 1 shows the correspondence between Markov
chains and decision theory. In [4] it is shown that the
switching activity is a classification error lower bounded
by L*. Further, it is improved to obtain a tighter bound
Ly, which is based on the 1-nearest neighbor classifica-
tion error. L* and L; are functions of the signal and
conditional probabilities of a line.

3.2 RT Level Switching Activity Char-
acterization

The lower bounds L* and L, are used for obtain-
ing the average activity of a RTL module. Such a high

Markov Chain Decision Theory
time ———.: space
steady state ! class
probability ) > probability
conditi_opal ‘s posterior
probability ' probability

. . ]
switching ———» decision
activity , error

Figure 1: Mapping of Markov chain to decision theory

level power exploration capability is essential to explore
design trade-offs at an early stage of the design cycle.
The module is considered as a black box and its average
switching activity is determined based on the informa-
tion available about the inputs and the outputs only.
Let £;,, denote the average L* per node and Liavy de-
note the average L, per node in a circuit. It is shown

in [4] that
[

where, L}, is the sum of the L*s of the input nodes
and C,, is the sum of the L*s of the output nodes.

Similarly,

Clearly, the estimates of the switching activity at the
RT level using the above equations depend only on the
number of inputs and outputs and the L*,L; at the
input and output. £, and L},, can be obtained by
a quick functional simulation. Hence, this approach
gives a fast estimate of the average switching activity
at the RT level. Experimental results for the RT level
switching activity estimates for ISCAS ’85 circuits are
presented in [4]. The technique is simple and produces
accurate estimates.

The accuracy of the estimates depend mainly on
the tightness of the measures used to characterize the
switching activity. Figure 2, part (i) shows the graph-
ical comparison of the two lower bounds with the ac-
tual switching activity, S, and the entropic upper bound
given in 2, 3], namely ; H(z). We define the two errors
to be Ey = I%H(.r) — S| and E; = |Ly — S]. Figure
2, part (ii) shows that F, is much smaller than E, for
certain values of the signal probability p. For the other
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Figure 2: (i) Theoretical comparison (ii) Error plot

values of p, the difference between E; and E; is very
small. This suggests that L; can be used as a better
estimate of S as compared to %H(z) depending on the
probability distribution and the application at the RT
level of abstraction.

4 Design Space Exploration

In the previous section, the average switching activity
of a RT level module was derived. For a power estimate,
the average switching activity should be multiplied by
a measure of the total module capacitance. This figure
is called the switched capacitance which contributes to
the power dissipation. Given a module with n internal
lines, the total switched capacitance is given by

SCrotal = Z Cn.Sn = Savg Z Cn

where, C, is the capacitance of line n with its switch-
ing activity S, and the summation is performed over all
the lines in the module and Sg,, is the average switch-
ing activity per node. Using the results from the previ-
ous section, the estimated switched capacitance can be
written as

SCest = Llaug- ch = Clauy-Ctatal (7)
n
where Cy,01 is the estimated total capacitance of the
module.
Several works have been reported which predict the
total capacitance value given only the high level descrip-
tion of a circuit [12, 16]. We use the model developed
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in [12] for obtaining the power estimate. For example,
the capacitance of a N bit comparator is 181 V. Hence,
for a 8 bit comparator, the total capacitance is given
by Ciotat = 181 * 8 = 1448fF. Performing functional
simulation and using Equation 6, the average switch-
ing activity, Ligvg is 0.237. Hence the average switched
capacitance is 343.18 fF.

We explain the power exploration methodology with
the help of a high level synthesis benchmark circuit, the
IIR Filter. Different transformations can be applied to
get different implementations of the same design to con-
sider trade-offs among area, delay and power. We use
the HYPER system [17] to apply the various transfor-
mations at the behavioral level. The transformations
used are i) Algebraic law ii) Dead code elimination iii)
Common sub-expression elimination and iv) Constant
multiplication. The first three techniques are commonly
used in software compilers and are grouped together
and denoted by I1. The fourth transformation converts
multiplications into shift-add operations and hence is a
very useful transformation in DSP applications. This
is denoted as /2. We apply both the transformations
I1 and 12 to the IIR filter circuit. The number of con-
trol steps is set to 16. The schedules obtained after I1
and 12 are shown in Figure 3. The schedule shows the
various operations in each control step. For example,
in Figure 3, part(i), in control step 2, a multiplier and
an adder are used. The values of £y4,, for each func-
tional unit are obtained by behavioral simulation. The
estimated average switched capacitance per cycle using
Equation 7 is 146.80pF after applying I1 and that after
12is 17.3pF . This suggests that the schedule (ii) is bet-
ter as far as power consumption is concernéd. To verify



this, the circuit was synthesized using HYPER and the
power consumption was estimated using the tool SPA
[5]. As mentioned in the related work section, SPA gives
very accurate results. It was observed that the switched
capacitance per cycle for the functional units of imple-
mentation (1) is 171.58pF and that of implementation
{(i1) is 20.6pF’. This indicates that the proposed estima-
tion technique gives accurate results and allows quick
design space exploration without having to consider the
internal details of the final implementation.

5 Experimental Results

In this section, we present the experimental results
for various benchmark circuits, namely, the FIR filter,
the WAVELET filter and the LATTICE filter. Different
transformations using HYPER are applied on the orig-
inal flowgraphs and are classified into two groups de-
noted by F(j), L(j) and W(j) for j = 1,2 for the FIR,
lattice and wavelet circuits respectively. The transfor-
mations are chosen in a random order to give different
schedules for each circuit. The estimated switched ca-
pacitance per cycle after applying the transformations
on all the circuits is shown in Table 1. From the table,
we observe the following. The transformations F1,L1
and W1 cause less capacitance to be switched and hence
result in reduced power consumption. The actual val-
ues obtained from SPA are also summarized in Table
1. As seen from Table 1, a similar conclusion can be
drawn. Hence, the proposed top down power explo-
ration methodology gives good insight into various de-
sign alternatives for trade-offs for power. This facilitates
suitable design choices before committing to a particu-
lar implementation. The proposed approach estimates
the power consumed by the functional units only. Typ-
ically, a circuit consists of interconnects and control cir-
cuit apart from the execution units. Similar high level
characterization procedures should be developed for the
interconnects and the controller to get accurate power
consumption estimates at low cost. The technique pro-
posed in this paper is suited for data path intensive
architectures where the execution units consume more
power as compared to the interconnects and the control
logic.

6 Conclusions and Future Work

This paper presents a methodology for power esti-
mation and exploration at the higher levels of design
abstraction. Such a capability is essential for redesign
at an early stage of the design process. The power char-
acterization process is cell library independent. The ex-
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perimental results indicate that the proposed approach
is suitable for data path intensive architectures and al-
lows quick design space exploration at low cost. Future
work includes developing similar characterization meth-
ods for the interconnects and the control logic.
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Circuit | Transformations | SCes:(pF) | SCspa(pF)
FIR F1 31.2 36.7
F2 261.3 208.8
lattice L1 128.2 160.34
L2 228.2 201.22
wavelet Wil 23.4 31.6
w2 88.8 109.07
IIR 11 146.8 171.58
I2 17.3 20.6

Table 1: Switched capacitance values for functional units

Functional Units Used Functional Units Used: Shifters: 2, Adders:2,
Subtractor: |

a-Multipliers : 1

b-Adders  :1 a-Shifter 1 d-Adder 2
c-Subtractors: 1 b-Shifter 2 e-Subractor
c-Adder |
control step a b ¢
1 x control step a b ¢ d
2 x X 1 x X
3 x X 2 X x X
4 X X 3 x X X
5 X x 4 b3 x x 13
6 x 5 3 X
7 X x 6 X X
8 X 7 x X x
9 X x 8 x X
10 X X 9 x
11 X X 10 x
12 X 1 x
13 X 12
14 x 13 X
15 x 14 X
16 X 15
16 X

@ (i)

Figure 3: Schedule after transformations, (i) I1 and (ii) 12
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