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Abstract – Due to the increasing demand for low power cir-
cuits, low power dissipation has emerged as an important op-
timization goal in logic synthesis. In this paper, we show that
the power dissipation of technology mapped circuits can be sig-
nificantly reduced by ATPG-based structural transformations.
Our approach performs a sequence of permissible signal sub-
stitutions, where eachsubstitution reduces the power consump-
tion of the circuit. Since timing constraints can be considered,
we achieve a trade-off between power and delay.

The effectiveness of the proposed method is based on two
facts. First, the power models for library gates are reasonably
accurate. Thus, the power savings achieved by transformations
of mapped circuits are also well modeled. Second, ATPG-based
structural transformations effectively exploit don’t care condi-
tions after technology mapping even for large circuits.

Experimental results show power reductions of 26% on av-
erage with no area penalty. Substantial power reductions are
also achieved if timing constraints are considered.

1 INTRODUCTION

Power consumption has emerged as an important optimization
goal in the design of VLSI circuits. This is due to two driving
forces. First, modern portable applications require a low power
consumption to increase battery lifetime. At the same time, high
throughput of such devices is demanded. Second, power consump-
tion limits the number of transistors that can be integrated on a
single chip because of packaging and cooling problems.

Low power consumption can be targeted at various levels of the
design process, e.g. at the system, architectural, logic and physical
levels. In this paper, we tackle power minimization at the logic
level.

Combinational logic synthesis is traditionally partitioned into
two phases. First, a Boolean network is optimized independently
of the chosen target library. Second, functions in the network
are mapped to the library (technology mapping). This phase
yields a logic netlist. Finally, gate re-sizing can further opti-
mize the netlist before placement and routing. Recently,structural
netlist optimizationhas been developed as an additional synthesis
phase [1, 2, 3, 4, 5]. Structural netlist optimization methods have
been shown to effectively reduce area and delay by exploitingdon’t
cares after technology mapping. Figure 1 shows the complete logic
synthesis flow.

Each of the traditional phases has significant impact on power
consumption, and a variety of optimization methods has been pro-

posed to reduce power dissipation in each phase. Iman et al. re-
duce power consumption during the technology independent opti-
mization phase by exploitingdon’t cares [6] and extended algebraic
techniques [7]. Initial work on this topic includes [8, 9].

Much research has been done to consider power consumption
during technology mapping. This logic synthesis phase is appeal-
ing for power minimization since accurate power and delay models
for gates exist. Both the decomposition [10, 11] and the covering
step [10, 12, 13] have been optimized. In order not to deteriorate
the circuit delay, timing constraints are taken into account by some
of these mapping methods [10, 13]. Bahar et al. [14] also consider
timing constraints during gate re-sizing for low power.

In this paper, we address the problem of reducing power dis-
sipation after technology mapping by structural optimization of
the netlist. Our approach performs a sequence of permissible sig-
nal substitutions, whereeach substitution reduces the power con-
sumption of the circuit. Since our approach transforms mapped
circuits, the power consumption can be modeled more accurately
than before technology mapping. Accurate modeling guarantees
a consistent power optimization. Similarly, due to accurate delay
models timing constraints are considered easily. By varying the
user-specified timing constraints, our approach is able to achieve
a nice trade-off between power and delay. We use ATPG methods
to identify permissible structural transformations. Therefore, we
don’t need global BDDs, which are required by other techniques to
exploit functional don’t cares.
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Figure 1: Logic Synthesis Flow.
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The rest of the paper is organized as follows. Section 2 provides
basic terminology and introduces the power dissipation and timing
model to be used. Our new power reduction method is presented in
Section 3; we review ATPG-based structural transformations of the
netlist and show their application to reduce the power consumption.
Experimental results are given in Section 4.

2 BACKGROUND

Terminology. We consider netlists of combinational gates.
Each gate of the netlist has a unique label, which is also used to
denote the signal at the output of the gate. If the signal at the out-
put of a gate branches out to several fanout gates, we distinguish
between the root of the branching signal, calledstem signal, and
the individual branches, calledbranch signals. The output signal
of a gate with a single fanout is regarded as a stem signal. We as-
sociate an individual label with a branch signal. Gatet is said to
be atransitive fanoutof gates if there is a directed path froms to
t in the DAG representing the netlist. The set of all gates that are
transitive fanouts of gates is denoted byTFO(s). A gates is said
to dominategatet if any path fromt to a circuit output containss.
The set of all gates dominated by gates is refered to asdominated
regionof s and is abbreviated byDom(s). By inputs(Dom(s)) we
denote the set of gates outside ofDom(s) that have a direct fanout
gate withinDom(s).

Power Estimation Model. The amount of energy dissipated by
a CMOS gate is dominated by charging and discharging its capac-
itive load whenever a transition occurs at the gate output. In this
paper, we assume azero-delaypower estimation model, i.e, we
don’t consider the contribution of glitches to the power consump-
tion. Glitches typically contribute about 20% to the total power
consumption [9]. However, at the logic level glitching is difficult to
model accurately. Glitching is caused byunbalanced path lengths,
and especially in highly integrated circuits the path lengths strongly
depend on wiring delays, which are unknown before the placement
and routing step. Under this zero-delay assumption, the power con-
sumed by a CMOS circuit is given by

Pcircuit =
1
2

V2
dd � f � ∑

i2signals
C(i) �E(i); (1)

whereVdd is the supply voltage, andf is the clock frequency. Here,
C(i) denotes the total capacitive load driven by signali, andE(i) is
thetransition probability at signali, i.e., the probability that signal
i makes a 0! 1 or a 1! 0 transition from one clock cycle to the
next.

At the logic level, the supply voltageVdd is fixed and the
clock frequency is given by the performance specification. There-
fore, power reduction at the logic level is achieved by reducing
∑i C(i) �E(i). The transition probabilities of the signals are part
of the cost function and therefore efficient and accurate techniques
for their computation are required. Several approachestackling this
problem have been suggested [15].

As in [6, 12], we compute the transition probability of a sig-
nal assuming temporal independence of the primary inputs. Thus,
the transition probability of a signals is E(s) = 2 � p(s)(1� p(s)),
wherep(s) is the signal probability ofs. Note that in our approach
other estimation methods considering temporal and spatial correla-
tions could also be used.

Timing Model. After the technology mapping, the delay of a
circuit can be computed based on the gate delays as specified in
the library. We use a linear delay model where the delayD of a
gates is given byD(s) = τ(s) +C(s) �R(s). Here,τ(s) denotes
the intrinsic delay through gates, andC(s) �R(s) accounts for the
additional delay due to the fanout load driven by gates. Again,
C(s) is the capacitive load at the output ofs andR(s) is the drive
resistance ofs.

Based on the delay values for individual gates, the arrival and
required times of all gates can be computed. The circuit delay is
the maximum of the arrival times of all primary outputs.

3 POWER REDUCTION BY STRUCTURAL

TRANSFORMATIONS

3.1 Example
An example to illustrate our method for power reduction is

shown in Figure 2. Assuming a capacitive load of 1 for an AND-
gate input and a load of 2 for an EXOR-gate input, the sum
∑i C(i) �E(i) in circuit A evaluates to 1.555. The Boolean func-
tion for outputf in circuit A is given asf = d �b = (a� c) �b. In
circuit B, f is given asf = g �b = ((a�b)� c) �b, which - in terms
of primary inputs - is equivalent to the Boolean function off in
circuit A, i.e., the global Boolean function off has not changed.
Note that the function ofd in circuit A is not equivalent to func-
tion g in circuit B. Therefore, without changing the circuits’ output
functions, circuitA can be modified to circuitB by reconnecting an
input branch of the EXOR-gate. In circuitB the sum∑i C(i) �E(i)
evaluates to 1.132, which is lower than in circuitA.

In this example, the power reduction is caused by two effects.
First, by disconnecting the fanout branch froma and connecting it
to e instead, a fanout load was moved towards a signal with lower
transition probability. Second, the global Boolean function com-
puted at the output of the EXOR-gate was changed. The transition
probability of the new signalg is lower than the transition proba-
bility of d.

3.2 Review of Structural Netlist Transformations
In the example of Figure 2, the substitution of a branch signal

did not change the function computed at the primary outputs. A
transformation that preserves the circuit’s input/output behavior is
calledpermissible.

Definition 1 An output substitution OS2(a,b) substitutes the stem
signala by signalb. An input substitution IS2(a,b) substitutes the
branch signala by signalb. Output and input substitutions with
inverted signalb are defined analogously [5].

An input substitution is illustrated in Figure 2. As seen in this ex-
ample, such substitutions can be permissible although the function
computed at the substituting signal (e) differs from the function of
the substituted signal (ã). Provided that the input vectors for which
the functions differ belong to the observabilitydon’t care set of
the substituted signal, the global Boolean functions of the primary
outputs will not change. In terms ofpermissible functions[16],
a substitution is permissible if the global Boolean function of the
substituting signal is contained in the set of permissible functions
of the substituted signal.

E(a) = E(b) = E(c) = 0:18,E(e) = 0:02,E(f) = 0:035
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Figure 2: Power reduction by reconnecting a gate input.
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Figure 3: Output substitution OS3(a,b,c) with an AND-gate.

Definition 2 An output substitution OS3(a;b;c) substitutes the
stem signala by the output of a new gate driven by the signals
b andc. Similarly, aninput substitution IS3(a;b;c) substitutes the
branch signala by the output of a new gate driven by the signals
b andc [5].

An output substitution OS3 by an AND-gate is illustrated in Fig-
ure 3. All kinds of two-input gates including EXOR- and EXNOR-
gates can be considered for the newly inserted gate. Note that only
gates contained in the library are allowed to be added to the netlist.
If a gate is not contained in the library, it is decomposed such that
all components are contained. An OS3- or an IS3-substitution is
permissible if the global Boolean function computed at the output
of the new gate is a permissible function of the substituted signal.

The concept of input- and output-substitutions has been shown
to be effective in reducing circuit area and circuit delay [16, 2, 5].
Several methods exist to compute permissible substitutions. In [5]
substitutions have been related to combinations ofvalid clauses,
which in turn can be found by ATPG-based methods. We use these
methods to compute permissible substitutions.

3.3 Analyzing the Power Reduction of Transformations
In this section we analyze how a structural netlist transformation

affects the power consumption of the circuit. Generally, thepower
gain PGof a transformation is given by

PG(trans)= ∑
i2signals be f ore trans

C(i) �E(i)� ∑
i2signals a f ter trans

C(i) �E(i):

(2)
In our approach we often have to deal with a large set of so called
candidatesubstitutions, and we want to choose the one with high-
estPG from this set. Directly applying Equation (2) to compute the
PGfor each individual transformation would require large amounts
of CPU-time since for each transformation a reestimation of the
whole circuit is required. Instead, more efficient methods to esti-
mate thePGare needed. The goal is to avoid as much reestimation
as possible. The transformations given in Definition 1 and 2 change
the circuit structure only incrementally. Therefore, we can expect
that many signals are unaffected.

Figure 4 illustrates the power gain contributions in case of an
OS2-substitution. The power gain for OS2- and IS2-substitutions
is due to the following effects:

A) removing the dominated region of the substituted signal,

B) adding fanouts to the substituting signal,

C) changing the global Boolean function of the signals in the
transitive fanout of the substituted signal.

Power reduction due to A) comes along with area reduction and is
associated with the removal of physical capacitances. The power
gain due to A) is always positive and evaluates to

PGA = ∑
i2Dom(a)

C(i) �E(i)+ ∑
i2inputs(Dom(a))

C0(i) �E(i); (3)

whereC0(i) is the portion ofC(i) in Dom(a). The first sum in (3)
accounts for the pruned gates. The second sum considers the re-
duced capacitive load for all gates that had a fanout gate inDom(a).
Note that for an input substitution IS2(̃a,b) the first sum in (3) eval-
uates to 0. In this case,PGA is simplyC(ã) �E(ã). The contribution
PGA can always be computed without any reestimation.

The substituting signalb has to drive additional fanouts after the
substitution. Therefore, the power gain due to B) is always negative
and evaluates to

PGB = �C(a) �E(b): (4)

To achieve a power reduction, this penalty must be overcompen-
sated by the contributionsPGA andPGC. In the example of Fig-
ure 2, we have already seen the overcompensation in case of an
input substitution IS2. The contributionPGB can be computed
without reestimation, too.

Generally, the global Boolean function of all gates in the transi-
tive fanout of the substituted signal (except for the primary output
gates) may change. Since the signal probability and the transition
probability depend on the Boolean function, a reestimation for all
signals in this region is necessary. Power gain due to C) is given by

PGC = ∑
i2TFO(a)

C(i) �
�
E(i)jbe f ore trans�E(i)ja f ter trans

�
: (5)

The contributionPGC can be positive or negative. Our experiments
have shown thatPGC can dominate the power gain of a substitu-
tion. Even ifPGA+PGB is positive for a substitution (as for al-
most all OS2-substitutions), a negative contribution byPGC may
increase the circuit power.

The power gain of the 3-signal substitutions OS3 and IS3 can be
analyzed in a similar way. In this case,PGB has to account for the
fanout load on the two signals driving the newly inserted gate, and
for the newly inserted gate itself.

3.4 Considering Timing Constraints
For many of today’s designs, tight performance specifications

are given. The task of low power synthesis then is to find a power-
minimal implementation that satisfies the timing requirements. In
this case, trading circuit delay for reduced power consumption is
not allowed. Our approach easily incorporates timing constraints.
We can predict the effect of each substitution on the circuit delay.
There exist two situations where a substitution increases the de-
lay. First, if the arrival time of the substituting signal (or the newly
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substituting

substituted
a

.

.

.
ã

b

signal

signal

Dom(a)

Figure 4: Power gain of a transformation.



power optimize (netlist, repeat, delaylimit)
f

power estimate (netlist);
do
f

candsubstitutions= get candidate substitutions (netlist);
while((repeat> 0) ^ (candsubstitutions6= /0))
f

goodsubst=
select power red subst (candsubstitutions, netlist);

increasesdelay= check delay (goodsubst, netlist, delaylimit);
if (increasesdelay)continue;
allowed= check candidate (goodsubst, netlist);
if (allowed)
f

perform substitution (goodsubst, netlist);
power estimate update (goodsubst, netlist);
repeat= repeat- 1;

g

g
g while(cand substitutions6= /0)
return (netlist);

g

Figure 5: Algorithm for power optimization.

inserted gate in case of OS3/IS3-substitutions) is larger than the re-
quired time of the substituted signal, then the substitution creates
a path with a delay larger than the circuit delay before the substi-
tution. Second, there is a delay increase for gates with additional
fanouts. By this effect, a previously uncritical path through such a
gate can become critical.

Timing constraints are considered by discarding all substitutions
that increase the circuit delay. This guarantees that the circuit delay
never increases.

3.5 Overall Procedure

Our power optimization algorithm is outlined in Figure 5. First,
we compute the power consumption of the initial netlist. During
this step, the transition probabilities of all gates are stored. Func-
tion get candidate substitutions returns a set of poten-
tially permissible substitutions, calledcandsubstitutions. This
is done using techniques based on fault simulation as described
in [2, 5].

From the setcandsubstitutionswe select a substitution with
positive power gain. For that purpose, we have developed a heuris-
tic based on the results of Section 3.3. First, we pre-select the
substitutions with highestPGA +PGB. This pre-selection is fast
since no reestimation is required. Then, we computePGC for all
pre-selected substitutions by reestimating the transitive fanout. The
pre-selected substitution with highestPGA+PGB+PGC is chosen
and returned by functionselect power red subst .

Functioncheck delay checks if the chosen substitution sat-
isfies the user-given delay constraint. In case of a violation, we
discard the substitution and proceed by searching for the next best
substitution. Otherwise we check if the substitution is permissi-
ble. Functioncheck candidate involves ATPG and returns
TRUE for a permissible substitution and FALSE if the substitution
is not permissible or in case that ATPG aborted. After a permissible
transformation has been performed, we update the stored transition
probabilities in theTFO-region of the substituted signal. To in-
crease efficiency, the inner loop is repeated several times (specified
by the parameterrepeat) before a new set of candidate substitu-
tions is computed. If power reducing substitutions are not found
anymore, we exit the outer loop and return the optimized netlist.

4 EXPERIMENTAL RESULTS

We implemented the described approach in the program POW-
DER, which is embedded into the synthese tool TOS. The ini-
tial circuits used in our experiments had been synthesized with
existing logic synthesis techniques targeting low power. They
were obtained by the program POSE (Power Optimization and
Synthesis Environment) developed at USC [17] using the library
lib2.genlib from [18]. POSE includes logic optimization [6,
7] and technology mapping methods [10] for low power, which
significantly reduce power consumption compared with standard
techniques. The circuits in Table 1 are ordered according to their
initial area. For the initial circuits obtained by POSE, we give the
circuit power(∑i C(i);E(i)), the circuitarea (total gate area), and
the circuitdelay(ns) in columns 2 to 4. The same signal probabil-
ities for primary inputs were assumed during synthesis with POSE
and optimization with POWDER.

4.1 Optimization of Low Power Circuits
First, we applied POWDER without delay consideration. The

circuit power, the power reduction percentage, and circuit area after
running POWDER are shown in columns 5, 6, and 7 of Table 1. We
achieve an overall power reduction of 26.1%. This demonstrates
the great potential exploited by structural transformations. Individ-
ual power reductions range from 4.3% (circuiti2 ) to 79.4% (cir-
cuit t481 ). The drastic power reducton for circuitt481 is caused
by a related area decrease of 87%. Note however that in several
other cases, e.g. circuitcps , huge power reductions but only mod-
erate area reductions are obtained. Circuit area is reduced by 8.9%
on average, though there are some circuits with area increase.

We analyzed how the individual classes of substitutions (OS2,
IS2, etc.) contribute to power and area reduction, respectively. For
that purpose, we individually summed up the power and area sav-
ings of the substitutions performed during power optimization. The
results, which are summarized in Table 2, show the relative contri-
bution of the classes to the total power reduction. It turned out that
IS2-substitutions are most valuable for power optimization, since
36.5% of the overall power reduction is due to this class. The OS2-
and OS3-substitutions also significantly contribute to power opti-
mization, whereas IS3-substitutions yield no more than 3.4%. For
an IS3-substitution a new gate is added to substitute a single branch
signal. Obviously, the power increase due to the new gate can be
compensated only in rare cases.

It is interesting to relate the effect of the substitutions on power
to their effect on area. The slight overal area reduction of 8.9% is
solely caused by OS2-substitutions. All other substitution classes
increase circuit area. Thus, some of the area saved by per-
forming OS2-substitutions is lost again by IS2-, OS3-, and IS3-
substitutions. Table 2 nicely illustrates that optimization for low-
power substantially differs from area optimization. Power reduc-
tion may be associated with an area increase or decrease.

4.2 Satisfying Timing Constraints
In this experiment, we applied POWDER in its delay constraint

mode. We used the initial circuit delay as constraint to be satis-
fied. Columns 8 to 12 of Table 1 refer to final power, power re-
duction percentage, area, delay, and CPU-time in seconds on an
AlphaStation 2504=266. The power reduction is 21.4% on average
and reaches up to 72.3%. The delay of the circuits decreases by
6.8% on average.

The CPU times of our implementation range from 2 minutes to
more than 8 hours for exampleapex1 . During the experiments we
observed that most of the power reduction is achieved by the first
couple of substitutions. Much of the CPU time is spent at the end
to achieve negligible power reductions. Therefore, one could ter-
minate the program when the power reduction by the current sub-
stitutions is below a threshold. This measure would substantially
reduce the CPU times but only slightly degrade the results.



Table 1: Results of POWDER on a set of benchmark circuits.

POWDER POWDER
circuit initial no delay constraints with delay constraints

power area delay power red.% area power red.% area delay CPU
comp 3.36 118784 16.6 2.29 31.8 143376 2.80 16.7 126208 16.3 312
Z5xp1 3.61 123888 32.0 2.12 41.3 89552 2.35 34.9 107648 22.8 118
clip 3.99 138736 23.1 2.45 38.6 107648 2.65 33.6 116928 15.9 251
frg1 3.54 144304 15.1 2.13 39.8 135488 2.72 23.2 137808 15.1 357
c8 3.54 145232 18.0 2.91 17.8 155440 3.09 12.7 162400 16.7 222
term1 3.66 154048 14.0 2.81 23.2 141056 2.98 18.6 143840 12.7 143
f51m 3.45 158224 13.2 2.32 32.8 137344 2.44 29.3 120176 12.8 239
rd84 3.04 160080 22.8 1.75 42.4 104400 1.84 39.5 107648 20.7 417
bw 2.93 195344 13.8 1.83 37.5 195344 1.98 32.4 187920 13.7 724
ttt2 3.88 195344 16.8 2.62 32.5 168896 2.98 23.2 192560 16.0 708
C432 5.61 204160 41.6 4.19 25.3 202768 4.30 23.4 203232 41.5 1092
i2 4.90 232928 16.2 4.69 4.3 290928 4.73 3.5 278400 16.2 5425
Z9sym 7.90 238960 14.0 4.51 42.9 218080 5.31 32.8 224576 14.0 1911
apex7 6.74 249632 16.7 5.85 13.2 238496 5.98 11.3 239424 16.6 614
alu4tl 4.67 262624 25.7 2.12 54.6 132240 2.50 46.5 169360 20.2 246
9sym 7.02 263552 17.2 4.32 38.5 278400 5.11 27.2 258912 17.2 1549
9symml 5.40 267728 26.6 2.60 51.9 266336 2.87 46.9 289072 23.7 3891
x1 9.29 322016 12.4 8.10 12.8 341040 8.40 9.6 333616 12.4 2305
example2 6.72 356352 18.4 5.56 17.3 354032 5.64 16.1 369344 17.4 2940
ex5 8.64 358208 19.1 4.02 53.5 325264 5.18 40.0 328976 15.4 3430
alu2 6.16 362848 46.5 3.78 38.6 360528 3.84 37.7 340576 46.110451
x4 12.08 396256 17.9 11.11 8.0 380016 11.43 5.4 386512 17.1 316
C880 10.82 405072 44.0 10.26 5.2 393008 10.51 2.9 390224 44.0 2661
C1355 14.98 438480 27.3 12.24 18.3 360528 12.51 16.5 368880 27.2 1288
duke2 6.26 444512 21.9 3.20 48.9 386976 3.40 45.7 412032 21.7 6212
pdc 10.01 477920 21.1 7.25 27.6 458432 7.36 26.5 471424 21.110470
C1908 12.46 486272 43.6 8.69 30.3 439872 9.84 21.0 437088 43.4 4786
ex4 13.27 559584 13.8 10.66 19.7 589280 11.80 11.1 554944 13.8 267
t481 5.35 702960 26.3 1.10 79.4 93264 1.48 72.3 117856 14.8 428
rot 17.84 710848 34.3 15.86 11.1 709920 16.58 7.1 702032 32.9 939
spla 9.76 735904 26.2 4.31 55.8 543808 5.04 48.4 578608 22.8 8504
vda 6.02 798544 24.7 4.34 27.9 750752 4.94 17.9 769312 24.3 1835
misex3 10.79 807824 36.5 4.21 61.0 627792 4.99 53.8 646816 29.8 2581
frg2 13.40 819888 39.5 11.17 16.6 805968 11.80 11.9 813856 35.5 2753
alu4 6.92 845872 54.7 4.09 40.9 836592 4.60 33.5 833808 46.4 4653
apex6 23.55 845872 17.8 20.62 12.4 804576 21.77 7.6 814784 17.0 1388
x3 23.84 901552 21.0 19.97 16.2 821280 20.19 15.3 848192 19.9 2372
apex5 9.28 945632 21.1 5.42 41.6 904336 6.14 33.8 902480 21.0 3233
dalu 16.26 955840 48.3 12.61 22.4 892736 14.27 12.2 912688 45.8 2224
i8 13.95 1074624 36.3 12.61 9.6 1086224 12.94 7.2 1075552 34.0 2018
table5 11.85 1236096 29.2 4.85 59.1 1060704 5.30 55.3 1096896 27.0 7959
cps 13.25 1409632 35.5 3.77 71.5 1218000 5.07 61.7 1258368 30.914053
k2 8.00 1455568 34.9 4.52 43.5 1394784 5.35 33.1 1413808 34.113032
C5315 55.81 1699632 38.8 45.78 18.0 1537232 47.63 14.7 1544656 39.8 7474
apex1 21.41 1741856 36.7 9.36 56.3 1421232 10.23 52.2 1469024 33.030121
pair 41.26 1814704 37.8 32.35 21.6 1698240 35.39 14.2 1772944 36.8 9807
des 90.73 3839600 124.5 80.69 11.1 3833568 81.17 10.5 3827536 124.520530

∑ : 587.20 31203536 1353.5 434.01 28435776 461.42 28858944 1262.0
reduction: 26.1 8.9 21.4 7.5 6.8

Table 2: Contribution of classes of substitutions to power and area
reduction.

substitution: OS2 IS2 OS3 IS3
contribution to overall
power reduction: 32.5% 36.5% 27.6% 3.4%
contribution to overall
area reduction: 171.5% -11.6% -27.7% -32.2%

4.3 Power-Delay Trade-off

Finally, we explored the power-delay tradeoff that can be
achieved with POWDER. For a set of 18 circuits we ran POW-
DER with various delay constraints. We summed up the resulting
power and delay values for all circuits and each delay constraint.
The power-delay trade-off is shown in Figure 6. In this diagram,
the power of the optimized circuits relative to the initial power is
given on the y-axis. The delay relative to the initial delay is shown
from left to right. The numbers next to the points refer to the delay
constraint that was set (e.g., 20 means that an 20% increase in the
circuit delay was allowed). The point for 0% delay increase is left
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Figure 6: Power-delay tradeoff.

of the dashed line, which refers to the initial circuit delay. Figure 6
illustrates that the circuits produced by POWDER have on average
less delay than specified by the constraint, i.e., the given constraint
is not always fully exploited. Our algorithm handles delay con-
straints such that the delay after a substitution will never increase
beyond the constraint, however it may be less then the specified
constraint.

For the circuits used in this experiment, the overall power reduc-
tion ranges from 26% (0% delay constraint) to 38% (200% delay
constraint). Two thirds of the additional power reduction exceeding
26% are obtained by a delay increase of only 15% (30% delay con-
straint). Further power reductions require a significant increase in
the circuit delay. For delay constraints beyond 80%, no additional
power reduction is achieved.

5 CONCLUSION

We have presented an algorithm that performs structural trans-
formations of mapped netlists to reduce power consumption. Our
experimental results demonstrate that power consumption can be
significantly reduced in this logic synthesis phase even after pre-
vious power-oriented logic optimization and mapping. Thus, the
new approach is value-added to existing low-power techniques.

The power reductions achieved by our approach are drastic (over
70%) for some circuits. On average, the circuit power is reduced
by 26%. User-specified delay constraints are handled easily. We
obtain average power reductions of 21% without degrading the cir-
cuit delay. By varying the delay constraints, we achieve a trade-off
between circuit power and circuit delay.
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