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Abstract

This paper presents a technique that transforms large
and complex RC networks into much smaller, physically re-
alizable RC networks. These modelsreflect the transmission
behavior of theinitial network accurately for frequencies up
to a user-defined maximal signal frequency. This technique
has been incorporated in a layout-to-circuit extractor, us-
ing a scan-line approach. The method guarantees numerical
stability and performs excellently in modeling RC intercon-
nects.

1 Introduction

This paper presents a sol ution to the major problem how
to obtain asimple, passive and physically realizable RC net-
work that matches the transmission behavior of agiven very
large and complex RC network up to a predefined maximal
signal frequency. Thisproblemis particularly acutein (3-D)
layout-to-circuit extraction, where appropriate model sfor the
IC interconnectionsin VLS designs have to be generated.

Inmost VLS circuits, the | C interconnections and their
parasitics play an essentia role in the overal behavior of
thecircuits. Therefore accurate modeling is essential. Com-
monly, in existing extractors, the interconnectionsare subdi-
vided into elements and each element isreplaced by alumped
RC section. Initialy, the number of sections must be suf-
ficiently large to guarantee that the distributed properties of
the interconnections are reflected accurately by the resulting
network. This can be achieved by using a Finite Element
Mesh, on which the Laplace equation is solved in order to
obtain values for the resistors and capacitors at each section
(e.g. [1]). However the tota number of sections extracted
in VLS requires an enormous amount of memory, making
an efficient timing analysis and verification of the circuit af -
terwards virtualy impossible. To deal with this problem, a
model of the interconnections has to be obtained that has a
much lower complexity but that displays approximately the

same transmission behavior. A method like AWE [2] inthe-
ory offersasolutionto the problem: by reducing thelarge set
of system polestoalimited set of approximated poles, thecir-
cuit is simplified, while its behavior essentidly is retained.
However AWE has two important draw-backs. First, poles
are obtained, not an approximating circuit. It is possible to
obtain macro-models from these poles [3], but these models
cannot be used in standard circuit smulators. An actua cir-
cuit model would be much more attractive. Not only could
such amodel be used directly in standard circuit simulators,
itwould a so giveinformationthat is much easier to interpret
by a designer. A second important draw-back is that AWE
cannot guarantee numerical stability.

A method that does not have the disadvantages of AWE
but yields only an adequate low-frequency model, has been
presented in [1] and [4]. This method yields a simple full-
graph network between the terminals. To guarantee a close
resemblance between the transmission behavior of theinitial
and thefinal network, thismethod preservesthevalues of the
Elmore delay time, the total resistance between each pair of
terminal nodes and the total ground capacitance. Therefore,
thismethod will bereferred to asthe ElImoredel ay Preserving
Reduction (EPR) method.

The major disadvantage of EPR is that it yidlds only a
first-order approximation (low frequency) of the initial net-
work. At high signal frequencies thisapproximation may not
be sufficient. Thisisasevere limitationas high-frequency ef-
fects become increasingly relevant. A second disadvantage,
especialy from adesigners point of view, isthat EPR always
yieldsafull graph between theterminals, loosing theoriginal
physica structure completely. All thisis dueto the fact that
EPR eliminates all non-termina nodes, and in many cases
that ssmply istoo many.

In this paper we present a method that selectively re-
moves non-terminal nodes: only nodes that are considered
not essential inorder todescribethenetwork up tothedesired
accuracy at agiven frequency will be eliminated. This way
also the origina interconnection topol ogy can beretained, as
will be shown further on. In order to decide which nodes
are essential in a given configuration, the method calcul ates
for each non-terminal node an estimation of the relative er-
ror made if that node should be diminated. Only nodes of
which that error does not exceed a predefined tolerance ac-
tually are eliminated. By continuously recalculating the er-
rors of the remaining nodes, the method takes into account
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that the relative importance of the nodes increases with de-
creasing number of remaining nodes. Finaly, theerror of all
remaining nodes will exceed the tolerance, and these nodes
will be considered essential in the approximating model.

As will be shown in the next section, the relative error
of each nodeis afunction of the frequency at which the cir-
cuit will be operated. Now the maximal signal frequency fs
isintroduced as a parameter, and the method will guarantee
that the moddl extracted is an accurate representation of the
origina large network, as long as the frequency at which the
circuit will be operated does not exceed fs. This means in
general that at high fsamoredetailed circuit will beextracted
than at low fs.

Because non-terminal nodes are eliminated selectively,
a large interconnection network aways will yield another,
much smaller passive network, of which the system polesare
good approximations of the original system poles. Although
in principlethe method is a so capable of dealing with induc-
tive networks, wewill limit ourselvesin this paper to RC cir-
cuits. Like EPR, thismethod also preservesthe Elmoretime-
delay, thetotal resistance between terminal's, the tota ground
capacitance of each line, and the total coupling capacitance
between different lines.

2 Error Function

The algorithm proposed essentially is as follows:

1. Cdculatefor each node of agiveninitia network an es-
timation of the relative error made if that node should
be eliminated. This error is a function of the maxima
signal frequency fs.

2. The node with the lowest error is €liminated.

3. Due to the éimination of a single node of the net-
work, therelativeimportance of the remaining nodesin-
creases. In other words, the relative error made if one
of the remaining nodes should be diminated increases.
For thisreason it is essentia that, after a node has been
eliminated, theincreased relativeerrorsof al nodes con-
nected to the eliminated node are recalculated. By con-
tinuously updating the relative errors, we guarantee the
relative error of the remaining nodes to be relevant with
respect to the original network.

4. Steps (2) and (3) are repeated until the error of al re-
mai ning non-terminal nodes exceeds a predefined value,
the tolerance dmax. These remaining nodes are consid-
ered to be essential in order to describe the network up
to the desired accuracy at given fs.

In practice, for very large networks, this basic agorithm
needs several refinementsin order to be efficient in computer
memory and cpu-time. That will bedealt withinthe next sec-
tion. In this section we will concentrate on the caculation
of the estimated relative error assigned to each node, and the
elimination procedure itself.

The error function uses higher-order moments theory
and can be thought of as follows: suppose an admittance Y;;
is present between two coupled nodes i and j. This admit-
tance is represented as a series expansion in s about zero. If

this admittance is simply a conductor, only the zeroth-order
moment is non-zero (and positive); if the admittanceisaca
pacitor, only thefirst-order moment isnon-zero; and if acon-
ductor and a capacitor arein paralldl, both the zeroth and the
first-order moments are non-zero (and positive). Now con-
sider athird nodek that is connected to bothi and j. If node
kiseliminated using Gaussian elimination, an extrashunt Yj
parallel to Yi; is generated in order to conserve the node in-
formation. In general thisshunt isarational functionin s, of
which aMacLaurin series expansion can be given. Asthein-
terconnections are considered to be essentially low pass, the
lower-order moments dominate the higher-order moments.
We want the interconnection to be represented by resistors
and capacitors only, i.e. the zeroth and first-order moments.
However, the higher-order momentsin genera havenon-zero
values, so an error isbeing madeif the higher-order moments
of the series expansion are neglected completely. An estima-
tion of the relativeimportance of thiserror will be caled the
shunt error &;j, and the following definition will be used:
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with ws = 21tfs, Mi(}) the-th moment of Y;j, and Mi(;) thel-th
moment of Yjj + Y;j. These moments can be extracted from
the network by using a specific node elimination procedure
that preserves the moments exactly, up to a given order A
This method has been described in detail €lsewhere [5], and
issummarized inthe Appendix. In the problem at hand, only
moments up to the second-order are needed, i.e. A" = 2.
Different and more detail ed definitionsthan (1) are pos-
sible. The reasons for choosing thisone are as follows:

* Indefinition (1) &; is defined relative to the zeroth and
first-order moments only, because, in principle, those
can be represented by resistances and capacitances.

 Only the second-order moment isused in theerror func-
tion. This is a first-order approximation of the error,
minimizing the extra CPU time and memory needed.

» Experiments, as are given in the next sections, demon-
strate this definition to be efficient and adequate.

If Nk isthe degree of node k, i.e. node k is connected to N
other nodes, 3 N (Nx— 1) shunts will be generated by the
elimination of k. For each shunt the error can be calculated
using definition (1). These errorsare considered to be the el -
ements of the node error vector . Now the node error &
is defined as the norm of the vector d. In this paper we will
use the L, norm, i.e. the maximal absolute value of the ele-
ments of &. Again, other norm definitions are possible, and
there seems no theoretical reason to prefer any of them. Our
preference for the L., normis mainly based onitssimplicity.
Experiments show that dnzx = 0.05 isavery good choice in
combination with thisnorm.

If Ok < Omax, Nodek iseliminated, using thea ready men-
tioned moments preserving elimination technique (A ppendix
and [5]). If &k = dmax, Node k is considered to be essentia in
order to represent the original network.



After elimination of al non-terminal nodes having &y <
Omax, thefollowing conclusionsremain valid, duetothedim-
ination procedure used:

» Therelation between the steady-state potentialsand the
steady-state currentsat theterminalsof thefinal network
isthe same as the currents and potentia at theterminals
of theinitia network.

e The total capacitance to ground for each conductor in
the network is unchanged and the total coupling capac-
itance between two conductorsis unchanged. Theterm
conductor hererefersto asubset of nodeswithintheini-
tial network. In that subset thereis at least one path via
resistances between any two nodes, and thereisno re-
sistive path between two nodes situated in different sub-
Sets.

 For each directed pair of nodes that remain in the final
network and that are on the same conductor, the value of
the Elmore delay timeis preserved.

» The moments obtained also preserve the multipletime-
constantsthat are typical for charge-sharing models[6].

One more note has to be made. The purpose of this work
isto find asmall passive circuit that optimally represents a
very large passive circuit, possibly of hundred of thousands
of nodes and components. In that case, the calculation of the
node error vectors demands alarge amount of computational
effort, especially while the dimension of the error vectorsis
guadraticinthedegree of thenode. Since, duringtheedimina
tion process the degree of the remaining nodes may increase
strongly, this can cause severe problems. By taking only the
shunt errors connected to the ground node into account, the
dimension of theerror vector becomeslinear inthetotal num-
ber of non-terminal nodes. Experiments show that an order
of magnitude in time reduction can be obtained, without any
lossin applicability of the method.

3 Implementation

The reduction method described in this paper has been
implemented in the layout-to-circuit extractor Space. Inthe
implementation, resistorsand capacitors represent zeroth and
first-order moments, respectively. To calculate the relative
node errors, second-order moments are needed. By repre-
senting these second-order moments by second-order admit-
tances parallel to the capacitors, no extra data-structures and
little extraoverhead is needed.

Space uses a scan-line technique to efficiently extract
RC models. Asthe scan-line moves over the layout, the fol-
lowing different operations are performed:

1. The finite element mesh is constructed.

2. Devicerecognition (both MOS and bipolar) and charac-
terization isrealized.

3. Thezeroth, first and second-order moments of each ele-
ment are added to an intermediate admittance network,
called the fronta network.
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Figure 1: Total extraction timeson a HP 9000/735 of the test
circuits as a function of number of transistors.

4. After thescan-line has passed all dementsthat are con-
nected to non-terminal nodek, dy is cal culated and node
k is added to a priority queue with maximum length
Nmax. In this queue the nodes are ordered in increas-
ing relative error. If the number of pending nodes ex-
ceeds Nimax, thenodeswith lowest &, arediminated first.
Nodes having (more or |ess) the same error are ordered
in increasing degree in order to speedup the extraction
considerably [7].

5. After the complete layout has been scanned, all remain-
ing non-terminal nodes that have errors smaller than
Omax are eliminated.

To study the effect of higher order moments extraction on
CPU time and memory use, four different circuits have been
extracted from their layouts: a NMOS random counter (149
transistors), a full cussom CMOS overflow detector (1,083
transistors), a writable logic array (6,360 transistors) and a
Cordic processor (63,416 transistors). Of each, three dif-
ferent extractions have been executed and the CPU times
and memory uses are plotted in Figures 1 and 2 respectively.
These results include start-up, device and connectivity ex-
traction and input/output. All resistive and (vertical) capaci-
tiveeffects are extracted simultaneoudy. Thetimeand mem-
ory useis plotted as a function of the number of transistors
present.

The three different extractions are: (1) EPR extraction
(up to first-order moments), (2-3) use error calculation with
fs=100 MHz and 1 GHz respectively, with 8 = 5%. Dueto
the use of the priority queue and the optimalization of the or-
der in which the nodes are eliminated, the cpu-timeisnearly
linear in the size of the layout (number of transistors). Fig-
ures 1 and 2 furthermore show that the second-order mo-
mentsand theerror functionsare calculated at moderate extra
costs—e.g. some 25% increase in memory and adoubling of
cpu-time.

3.1 Examples

Two different structures are considered. The first exam-
pleisa3D structure consisting of aflat resistor, with ametal



Table 1: Position of dominant poles as a function of the frequency parameter fs. The number of poles equals the number of

non-terminal nodes #N.

Exact 100MHz 200MHz  1GHz 2 GHz
#N 107 1 2 4 5
1stpole | 8.73410° | 7.61810° 8.38510° 8.67610° 8.74010°
2nd pole | 9.89410° 8.38610° 1.04510° 9.97510°
3rd pole | 2.44010% 2.113101° 252910
4rd pole | 4.317 101 4.37010° 4.56010%°
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Figure2: Total memory use on a HP 9000/735 of thetest cir-
cuits as a function of number of transistors.
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Figure 3; Layout of a poly resistor (grey) on top of which a
metal plate capacitor (black).

plate capacitor ontop of it. Secondly a6-terminal lineiscon-
sidered. Resistorsand Capacitances are extracted simultane-
oudly, using a Finite Element Method for resistance extrac-
tion and a 3D Boundary Element Method for capacitance ex-
traction. The grid size has been taken small enough to ensure
that the distributed properties are accurately reflected by the
extracted lumped RC mesh. In both examples the error func-
tions are cal cul ated with negligible extra time and some 2%
extramemory reguirements.

Of thefirst examplethelayoutisgivenin Figure3. This
isatwo terminal structure: termina A at one end of the poly-
silicon spiral resistor, terminal B at the metal platethatis ca
pacitively coupled to the resistor. The width of the resistor

©

Figure 4: Circuits extracted from layout of RC network: (a)
EPR modd (b) fs = 100 MHz(c) fs = 200 MHz

equals 2 um. Due to 3D capacitance extraction, lateral ca
pacitive coupling between the resistor spiras is taken into
account. This extraction yields an initial lumped RC mesh
containing 109 nodes, 164 resistors and 720 capacitors. In
EPR al non-termina nodes are eliminated, and after elimina-
tion, the zeroth-order moments are represented by a resistor
and the positive first-order moments by a capacitor. The re-
sulting network is plotted in Figure 4a. Only capacitive cou-
plings have survived the elimination process, and this mini-
mal network is alow frequency representation of the origi-
nal network. Now the elimination procedure is repeated, us-
ing the method described in this paper. The toleranceisval-
ued dax = 5%. Thisvalueisfairly arbitrary, but experiments
have proven thisto be avery appropriate choice, for al cases
studied. The signal frequency fsisvaried. It appears that if
fs <1 MHz no extranon-terminal nodes are needed, in other
words, if the signal frequency does not exceed 1 MHz, the
circuit from Figure 4ais an accurate enough model. Thisis
also demonstrated by Figures5 and 6. In these plotsthe mag-
nitude and phase of the trans-admittance Yag have been plot-
ted for both the fully extracted network (109 nodes) and the
EPR model. For f < 1 MHzthe curvesindeed coincide, as
expected.

Further increase of fs shows that, from fs = 1 MHz up
to 100 MHz, one non-termina node is not eliminated. The
resulting network has been plotted in Figure 4b. The totd
value of the spiral resistor exactly equals the value found if
the resistor is considered without the extra capacitor. The
total ground capacitance of the spird resistor has been un-
changed compared to the minimal EPR network. The same
appliesto the coupling capacitance and the metal ground ca-
pacitance. This means that the extra node is situated some-
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Figure 6: Phase of the trans-admittance of the RC structure.

where on the large pad at the end of the resistor, just below
the metal pad. This shows that the method has successfully
detected one of the crucial nodes. That is confirmed by Fig-
ures 5 and 6, where avery good agreement between the exact
and the extracted network for fs = 100 MHz is obtained for
al f < 100MHz.

fs is further increased, till with unchanged dax. At
fs = 200 MHz the method retains two extra nodes. After
the elimination procedure al irrelevant, very large resistors
(R > 1MQ) and very smadl capacitors (C < 0.1 fF) are ne-
glected, yielding the network plotted in Figure 4c. The total
resistance, coupling and ground capacitance are unchanged.
At fs=1 GHz, threeextranodes are obtained. In all cases the
fit withthe exact resultsisgoodfor f < fg, asdemonstrated
by Figures5 and 6.

In Table 1 the poles of the voltage transfer function of
the exact network are compared to the poles obtained from
the approximated networks, taking fs = 100 MHz, 200 MHz,
1 GHz and 2 GHz respectively. These extractionsleave 1, 2,
4 or 5 non-terminal nodes respectively. Ascan be seen from
Table 1, the calcul ated poles converge to the exact poles.

The second example consists of a poly-silicon line con-
necting six terminals. Thelayout of thelineisplottedin Fig-
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Figure 7: Layout of a 6-terminal poly line.
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Figure 8: Circuit extracted from layout of 6-terminal line
with fs = 5 GHz

ure 7. The width of the resistor equals 1 um. A Finite El-
ement Method has been used to cal cul ate the capacitors and
resistors. This extraction yields alumped RC mesh contain-
ing 260 nodes, 433 resistors and 1366 capacitors. Taking
fs = 5 GHz, the number of non-terminal nodes that remain
after extraction and eimination equalsthree. In principlethe
method yidlds a full graph between the 9 remaining nodes.
However if al irrdevant resistors(R > 1 MQ) and capacitors
(C < 0.1 fF) are removed the ssimple network from Figure 8
isobtained. Ascan be seen, theoriginal topological structure
isperfectly reflected by the model. This example aso shows
that the introduction of extra nodes in the model can reduce
the complexity of the total network by reducing the number
of relevant components. This effect will be stronger if more
terminals are connected to theline.

4 Conclusions

The method presented has some very important proper-
ties, that have not been encountered in any other method.

* |tiscapable of transforming large and complex RC cir-
cuitsto much smaller, passive and physically redizable
RC circuits, the transmission behavior of which accu-
rately reflectsthetransmission behavior of theinitial cir-
cuit up to a user defined maximal signal frequency.



e By increasing maximal signal frequency, the complex-
ity of the extracted RC modd a so increases, such that
theresultingmodel matchestheoriginal circuit uptothe
new frequency.

* Since the method uses the principle of selective eimi-
nation of the non-terminal nodes, in combination with
linearized Gaussian elimination, the method aways is
numericaly stable.

» Themethodisvery suited to combinewith scan-lineori-
ented layout-to-circuit extractors.

 |mplementation of the method in alayout-to-circuit ex-
tractor gives a moderate increase in cpu-time and mem-
ory consumption, if compared to much simpler extrac-
tion methods, such as EPR.

» Experiments show excellent results.

A Appendix

In this appendix we describe how to eliminate a single
node from an initial linear and passive admittance network.
After the dimination, an approximating admittance network
results, while preserving the moments of the MacLaurin se-
ries expansion up to agiven order A”. Applying this method
iteratively, al non-terminal nodes of the network can bedim-
inated. Here, only asummary of themethod is presented. For
more detailed information we refer to [5].

The following definitions and assumptions are used:

» Theinitial network has N nodes. The relation between
the node currents and the node potentials of the ini-
tial network is given by the admittance network Y(s).
The admittance network after the elimination of non-
terminal nodek isgiven by Y(s).

+ Each dement Y;j(s) of Y(s) isgivenasthefirst A" terms
of atruncated MacLaurin series expansion, yieding

N o
IZOMijSI (i#1)
N

k:gk#Yik(S) (i=1])

The elimination procedure used isin fact Gaussian elimina
tion. An important property of thisisthat, given thefirst A’
moments of the series expansion of theinitial network Y (s),
the first A" moments of Y(s) can be calculated exactly. This
isalso demonstrated by equation 4. Now defi neVN(s) asthe
first A termsof Y(s). VN(S) isagood approximationof Y (s)
if Vissufficiently large. Then each element\_({\j[(s) withi # j
is defined by:

Yij(s) = 2

=
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If the k-th node is coupled resistively to at least one other
node, thena, = 0, dse oy = 1.
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