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Abstract | In this paper, we present a hierarchical
reliability-driven CAD system for the design of electromi-

gration resistant circuits. The top of the hierarchy aims at
quickly identifying those critical interconnects with poten-
tial electromigration reliability problems. Then the detailed
electromigration analysis of critical interconnects is carried
out by an accurate and computationally e�cient simulation
tool (iTEM). This top-down approach provides a feasible
solution to the complicated electromigration diagnosis prob-
lem.

1. INTRODUCTION

Electromigration (EM) is the phenomenon of metal ion
mass transport along the grain boundaries, when a metal-
lic interconnect is stressed at high current density. In re-
cent years, the line width of thin-�lm interconnects has
been shrunk into the submicron regime. This gives rise
to serious concerns about electromigration-induced failures.
Electromigration-induced voiding can grow and lead to re-
sistance increase or even catastrophic open of an inter-
connect. Electromigration-induced hillocks can cause both
intra-level and inter-level metal shorting. The time and the
location of void-open or extrusion-short are basically of sta-
tistical nature, depending on the spatial distribution of cur-
rent density and temperature.

Previous e�orts on building EM-induced failure estima-
tors mostly focused on developing the EM failure models
and embedding them into general purpose circuit simula-
tors, such as SPICE, for predicting EM e�ect over time
[1, 2]. This approach is computationally expensive due to
the amount of SPICE run time. Also, the diagnosis results
are strongly input-pattern dependent and not su�cient to
determine if the target interconnect system is reliable or
not. An alternative is to use probabilistic simulation [3] to
get average current stress in the interconnections. This ap-
proach is fast and the results are input-pattern independent.
However, in the design-for-reliability paradigm, the worst-
case reliability analysis is more important than the average-
case to guarantee the long-term reliability of VLSI chips.
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Figure 1: A hierarchical environment for interconnect elec-
tromigration reliability diagnosis.

Moreover, information regarding the reliability impact of
individual input vector, which can be useful in locating the
unreliable design, is lost.

Computing the worst-case EM reliability indicator such
as mean time-to-failure (MTF) for a single interconnect in
a digital circuit is an NP-complete problem [4]. It is even
worse to consider all interconnects since so many intercon-
nects exist in the whole circuit. In this paper, we propose a
hierarchical EM reliability diagnosis method, which provides
a feasible solution to this complicated problem. Our EM di-
agnosis method uses two levels of the diagnoses (Figure 1).
The top of the hierarchy is an input-pattern independent
EM diagnosis procedure. It can quickly identify those criti-
cal interconnects with potential electromigration reliability
problems and the corresponding input patterns which cause
worst-case current stress to each critical interconnect; thus,
the problem size of the worst-case EM diagnosis is signi�-
cantly reduced and becomes tractable. Thereafter, designers
can focus on the critical interconnects and feed those critical
input patterns into an electromigration-reliability simula-
tion tool, iTEM, to compute the accurate EM-induced fail-
ure of the interconnect systems. One important feature of
iTEM is that, in addition to the current density and geom-
etry, it takes into account the steady-state temperature of
every interconnect under the given operating conditions. In
a state-of-the-art chip, the temperature of the interconnect
may rise up tens of degrees above the ambient due to joule
heating and heat conduction from the substrate. Neglect-
ing the temperature e�ect on EM-induced failure can lead
to intolerable prediction errors. Our EM diagnosis method
combines the characteristics of the input-pattern dependent
and independent reliability diagnoses. This top-down ap-
proach not only handles large circuit layouts containing tens
of thousands of transistors and interconnects even on a desk-
top computer, but it also gives an accurate worst-case EM
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Figure 2: A latch-controlled synchronous digital circuit.

reliability estimation.
The paper is organized as follows: First, we introduce

the employed EM failure model in Section 2. Section 3 and
Section 4 show our input-pattern independent and depen-
dent diagnoses, respectively. The conclusions are drawn in
Section 5.

2. ELECTROMIGRATION-INDUCED

FAILURE MODEL

EM-induced mean time-to-failure under DC current
stress has been well established by Black's equation [5]:

MTF = A � J
�n

� exp(Ea=kT ): (1)

Ea and k are activation energy and Boltzmann's constant,
respectively. J is the current density. n is the current den-
sity exponent. Its value is usually around 2. A is a pro-
portionality constant dependent on the physical dimension
of the interconnect. In the digital circuit environment, the
interconnects will experience unidirectional pulsed or bidi-
rectional current stress. Many models have been proposed
to estimate EM-induced failure lifetime under the bidirec-
tional current stress. In this paper, we use the Average

Current Recovery (ACR) [6] model:

MTFac = A � J
�n

eff � exp(Ea=kT ): (2)

The e�ective current density Jeff is de�ned as

Jeff = j �J+j � j �J�j; (3)

where �J+ and �J� are the time-averaged current density only
including positive current or negative current, respectively,
and j �J+j � j �J�j is assumed. , which is in the range [0,1],
represents the degree of damage recovery due to opposite
polarity current. The experimental results show that the
value of  is around 0.9 in most of interconnect materials
[6]. , A, Ea, and n in Eq. (2) can be obtained from mea-
surement. The unknown parameters for the interconnects
in a digital circuit are e�ective current density Jeff and the
temperature T .

According to the stress conditions, we can divide all in-
terconnects into two categories. The �rst one is the signal
lines between gates, which is under symmetrical AC current
stress (i.e., j �J+j � j �J�j). Due to healing e�ect, they have
very large MTFs, and thus are neglected in our diagnosis.
The others are power and ground buses. Basically they ex-
perience unsymmetrical AC or unidirectional current stress,
which may lead to serious EM-reliability problem.

3. INPUT PATTERN-INDEPENDENT

EM DIAGNOSIS

For the pattern independent EM diagnosis, we only con-
sider latch-controlled synchronous CMOS digital circuits. In
general, this is not a severe limitation, since signi�cant por-
tions of VLSI circuits operate synchronously. As Figure 2 in-
dicates, synchronous circuits consist of combinational logic
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Figure 3: The block diagram of pattern independent diag-
nosis.

blocks separated by latches. In this design style, we may as-
sume that all primary inputs of combinational logic blocks
will switch simultaneously at most once under latch clock-
ing. To elucidate the following discussion, we begin by de�n-
ing two relevant terms:

� An input pattern to a synchronous circuit is a sequence
of two input vectors, since at most two di�erent input
vectors will appear at the primary inputs during one
clock period.

� The problem of �nding the worst-case current stress of
an interconnect is de�ned as that of �nding its maxi-
mum e�ective current density over one clock period.

The main goals of the input-pattern independent EM di-
agnosis are to (1) identify those critical interconnects with
potential electromigration reliability problems and (2) �nd
the corresponding input patterns which cause worst-case
current stress in each critical interconnect. A systematic
procedure for input-pattern independent diagnosis has been
developed and implemented in a logic level simulator with
timing models. Its block diagram is shown in Fig. 3.

3.1 Initialization

First, we describe the initialization, the procedures
within the dashed box in Fig. 3. Electromigration relia-
bility is strongly related to the circuit layout. The input to
our tool is the circuit layout description in CIF or GDSII
format. The layout extractor is executed to obtain the tran-
sistor netlist from the given layout and the on-chip x-y coor-
dinates of each transistor (which will be used in iTEM later).
The extracted transistor netlist is then mapped into a logic
gate netlist for gate-level simulation. Next, the power and
ground buses are extracted from the entire layout. Those
transistors contacted to power/ground bus are identi�ed and
their contacts are located. Consequently, power and ground
buses can be transformed into networks like that shown in
Fig. 4, where the current sources represent the current com-
ing from metal-di�usion contacts. Then we extract the re-
sistive networks from the power and ground bus lines and
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build an admittance matrix for the resistive networks. The
models of HPEX [7] are used for the resistance extraction.

After obtaining the admittance matrix of power/ground
bus, we compute the e�ective current density equation for
each interconnect. The current passing a transistor may
induce positive or negative current stress to a speci�c inter-
connect (denoted bym) dependent on the relative geometric
position between the transistors and interconnect m. Sup-
pose that �Ii is time-averaged current of transistor i. The
amount of the positive and negative time-averaged current
of interconnect m can be expressed as the following equa-
tions:

�I+m =

KX

i=1

�m;i
�Ii; and �I�m =

KX

i=1

�m;ij�Iij; (4)

where K is the number of transistors contacted to
power/ground bus. �m;i and �m;i are all non-negative vari-
ables and represent the percentage of �Ii owing into inter-
connect m. �m;i = 0 if transistor i induces negative current
stress to interconnect m; whereas �m;i = 0 if transistor i in-
duces positive current stress. Assume that the admittance
matrix of power/ground bus is An�n, and B is an n�1 cur-
rent source vector. The procedure to compute �m;i and �m;i

is basically to solve nodal equation A � V = B consecutively
K times. The computational complexity is O(n3 +K � n2),
where n is the number of nodes in the resistive network.

Without loss of generality, we assume that �I+m � �I�m. Ac-
cording to ACR model (Eq. (2)), we de�ne e�ective current
density equation of interconnect m as follows:

Jeff =
�I+m �  � �I�m
Wm � Tm

; (5)

where Wm and Tm are the width and thickness of intercon-
nect m, respectively. Eq. (5) will be used in the following
input independent diagnosis procedures. Note that the real
e�ective current density Jeff;real is smaller than Jeff , since
some portion of �I+m and �I�m may occur simultaneously and
be cancelled. The reason for using Eq. (5) is to save com-
putational time in the high-level diagnosis. Basically

Jeff � Jeff;real �
�I+m � �I�m
Wm � Tm

: (6)

From the above equations, it can be shown that

Jeff � Jeff;real � (1� )
�I�m

Wm � Tm
: (7)

If �I�m is small, then the error of Jeff is negligible. If �I�m
is large, then this interconnect is not a critical intercon-

nect due to the healing e�ect. Therefore, Eq. (5) is a rea-
sonable estimator of the e�ective current density. If the
interconnect experiences unidirectional current stress, then
Jeff = Jeff;real.

3.2 Identify critical interconnects with potential

EM-reliability problems

Many studies have shown that the electromigration phe-
nomenon will not appear if the e�ective current density Jeff
of an interconnect doesn't exceed the threshold current den-
sity [8, 9]. Our method to decide whether an interconnect
has potential EM-reliability problem is to �nd an upper-
bound on its Jeff . If the upper bound of Jeff is smaller
than the threshold current density, then this interconnect is
free of EM-reliability problem. In CMOS integrated circuits,
both power consumption and current stress of the intercon-
nects are strongly related to the circuit switching activity.
Our procedure to identify the critical interconnects is as fol-
lows.

Procedure 1 : Identify critical interconnects with

potential EM-reliability problems
1. Estimate the maximum number of switching events of

every logic gate during one clock period.

2. Based on the maximum switching activity, compute the
maximum time-averaged current passing each transis-
tor during one clock period.

3. For each interconnect, set healing factor  = 0 and use
the maximum average current of every transistor and
Eq. (5) to compute the upper-bound of the e�ective
current density.

4. Check the upper-bound e�ective current density of ev-
ery interconnect. If the upper-bound of an intercon-
nect is smaller than threshold current density, it is
EM-reliable; otherwise, put it in the list of the criti-
cal interconnects.

If the target circuit is a dynamic CMOS circuit, it is sim-
ple to estimate the maximum number of switching events,
since a dynamic logic gate will switch at most once dur-
ing one clock period. However, in a static CMOS circuit,
due to uneven circuit delay paths, even a single simultane-
ous switching event on the primary inputs can give rise to
multiple switching events at an internal node. Some algo-
rithms [10, 11] have been developed to estimate maximum
transition density for the static CMOS circuits. We ap-
ply the single transition interval (STI) algorithm [10] here.
This algorithm is based on the technique of propagating un-
certainty signal waveforms throughout the circuit, and then
counting the maximum switching activity in the uncertainty
waveform obtained at every node. As the experimental re-
sults indicate [10], the computational complexity of this al-
gorithm is linear in the number of gates in the circuit. The
accuracy of this approach is also very high. Using the STI
algorithm, the computational complexity of Procedure 1 is
O(K �M) (please refer to Eq. (4)), where K is the number
of transistors and M is the number of interconnects.

Note that Procedure 1 guarantees to obtain the upper-
bound values of Jeff for all interconnects. However, the
upper-bound may be pessimistic without considering the
signal correlation between the logic gates.

3.3 Estimating "typical" worst-case value of the
e�ective current density using Monte Carlo

simulation
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As mentioned before, computing the exact worst-case
Jeff for an interconnect is an NP-complete problem. For-
tunately, in most situations it is su�cient to obtain an esti-
mate of the "typical" worst-case Jeff . In this sub-section,
we will de�ne the "typical" worst-case Jeff and how to use
Monte Carlo simulation to �nd it.

Jeff of an interconnect over one clock period is a func-
tion of the input patterns. If we assume that, for any input
pattern i, the probability to occur is g(i), then Jeff can be
de�ned as a random variable X with the probability distri-
bution function f(x) and the cumulative distribution func-
tion F (x) on the interval x 2 [0; Jeff;max], where Jeff;max

is the real maximum e�ective current density. 99:9th per-
centile (denoted by �99:9) of the distribution f(x) is the
point where F (�99:9) = 0:999 (See Fig. 5), which means
that 99.9% of input patterns will induce Jeff smaller than
the value of �99:9. In most situations, if an interconnect can
tolerate the current stress of �99:9, it can be deemed as an
EM-reliable interconnect safely. Thus, we de�ne the value
of �99:9 as the "typical" worst-case Jeff . The objective of
our Monte Carlo simulation is to obtain an input pattern
which can induce Jeff equal to or larger than the value of
�99:9 for every critical interconnect. Note that (1) di�erent
interconnects have di�erent values of �99:9, (2) �99:9 is not
necessarily equal to 0:999Jeff;max , and (3) "typical" worst-
case Jeff can be de�ned by users. Here we just used �99:9
as an example.

Considering interconnect m in a circuit (see Fig. 6), a
sample Jeff;i can be acquired through logic-level simulation
when given an input pattern i. By the de�nition of �99:9,

Prob(Jeff;i � �99:9) = 0:999: (8)

Suppose that a random sample [Jeff;1; Jeff;2; :::; Jeff;n] is
obtained by executing n iterations of logic simulation with
di�erent input patterns and observing the e�ective current
density at each iteration. Pn = max(Jeff;i) for all i. Then

Prob(Pn � �99:9) = 1� Prob(Pn < �99:9)

= 1� (0:999)n: (9)
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The minimum number of iteration n needed to make
ProbfPn > �99:9g � 1� � is

n �
log(�)

log(0:999)
: (10)

Eq. (10) means that, after n iterations of Monte Carlo simu-
lation, an input pattern causing Jeff;i larger than �99:9 can
be found with con�dence 1 � �. The value of n is indepen-
dent of the number of primary inputs and the size of the
circuit.

Based on the above non-parametric inference method,
the procedure to get the "typical" worst-case Jeff is as fol-
lows:

Procedure 2 : Estimating "typical" worst-cast Jeff
using Monte Carlo simulation.

1. Use Eq. (10) to determine the minimum n for the user-
speci�ed con�dence 1 � �.

2. Execute n iterations of the logic-level simulation and
obtain n e�ective current density samples for each crit-
ical interconnect. The input patterns are generated
randomly.

3. Check the maximum Jeff sample for every critical in-
terconnect. If the maximum sample is smaller than
threshold current density, remove this interconnect
from the critical-interconnect list; otherwise, record the
input pattern causing the maximum Jeff sample.

The computational complexity of Procedure 2 is O(n �
K �Mcrit), where n is the number of iterations of logic sim-
ulation, K is the number of transistors, and Mcrit is the
number of critical interconnects obtained from Procedure 1.
After Procedure 2, lists of critical interconnects and input
patterns are generated as shown in Fig. 7. Every critical
interconnect has a corresponding input pattern which can
induce its "typical" worst-case Jeff . Di�erent critical in-
terconnects may have the same critical input pattern, when
the correlation of Jeff between two interconnects is signi�-
cant. Usually the number of critical input patterns is much
less than that of critical interconnects. Those critical lists
can be fed to the input dependent electromigration diagno-
sis tool, iTEM, to do detailed simulation. As we can see,
Procedure 2 has further reduced the worst-case electromi-
gration diagnosis problem. Note that in order to keep the
independence of Jeff samples, unlike other Monte Carlo
simulation method [12], the circuit is given a sequence of
two input vectors (i.e., an input pattern) for one iteration
of logic simulation (see Fig. 6) rather than a long sequence
of input vectors.



Circuit Circuit Size CPU Time (Sec.)
No. of No. of Layout Compute Jeff

Name transistors interconnects extraction equation

C432 1152 3721 5.69 22.28
C499 2266 7401 14.12 65.05

C880 1768 5513 8.90 42.38
C1355 2442 7640 12.68 66.58

C3540 5842 17348 34.96 260.47
C6288 10706 33544 74.79 900.99

C7552 13541 41326 81.05 943.83

Table 1: Circuit sizes and CPU times for initialization.

Circuit CPU Time % of critical % of non-critical
Name (Sec.) interconnects interconnects

C432 0.27 1.67% 98.33%

C499 0.29 0.81% 99.19%
C880 0.25 1.56% 98.44%

C1355 0.70 3.35% 96.65%
C3540 2.38 4.16% 95.84%

C6288 3.29 20.26% 79.74%
C7552 5.08 11.32% 88.68%

Table 2: The results of Procedure 1

3.4 Experimental results of pattern independent

diagnosis

For testing the pattern independent diagnosis proce-
dures, we have chosen a set of circuits from ISCAS 85 bench-
mark circuits. The circuits are synthesized for minimum
delay using SIS and their layouts are generated by iCGEN
[13]. Table 1 shows the sizes of the test circuits and the
computational time for initialization. The machine used is
a SUN SPARCstation 10 with 96 MBytes physical memory
and 256 MBytes virtual memory.

We then show the results of identifying critical intercon-
nects using Procedure 1 in Sec. 3.2. The employed threshold
current density is the current density which leads to a MTF
of 10 years at 70�C. The constants in Eq. (2) were obtained
from [6]. From Table 2, it can be found that Procedure 1 is
fast. It only takes 5.08 seconds of CPU time to handle the
largest circuit. It also can e�ciently �lter out non-critical
interconnects. That will signi�cantly reduce the CPU time
needed for the following procedures (please refer to Table
4). The results of Procedure 1 depend on the given circuits.
If the design of the interconnect system is very conservative,
Procedure 1 may �nd all of interconnects are non-critical,
and the diagnosis process can stop here.

Next, we verify the validity of the second procedure pro-
posed in Sec 3.3. The experiments were run on a logic sim-
ulator with timing models. For each circuit, we monitored
only one interconnect which has the largest Jeff among all
interconnects in the circuit. To estimate the value of �99:9 of
the monitored interconnect, we �rst ran Monte Carlo logic
simulation for 2 million iterations. Among 2 million samples
of Jeff , we chose the 2000th largest one as an estimate of
the value of �99:9. To demonstrate the robustness of Pro-
cedure 2, we then ran it 1000 times with di�erent random
seeds. For each run, we executed 6905 iterations of logic
simulation to achieve 99.9% con�dence. The minimum and
average values of the "typical" worst-case Jeff , obtained
from 1000 runs of Procedure 2, are listed in the second and
third columns of Table 3, respectively. The fourth column

Circuit E�ective Current Density (MA=cm2)
estimate of 1000 runs of Procedure 2

Name the value of �99:9 Min. Avg. violation rate

C432 0.947 0.945 1.032 0.3%

C499 0.954 0.955 1.011 0.0%
C880 0.592 0.592 0.654 0.0%

C1355 0.646 0.644 0.703 0.1%
C3540 2.694 2.693 2.911 0.2%
C6288 3.150 3.172 3.452 0.0%

C7552 3.315 3.315 3.570 0.1%

Table 3: The results of Procedure 2.

Circuit CPU time (Sec.) CPU time
all only crit.

Name interconnects interconnects saved

C432 959.80 249.47 74%
C499 1229.45 258.18 79%
C880 1132.75 334.16 70%

C1355 3445.20 723.47 79%
C3540 11631.39 3082.32 83%

C6288 15815.65 9647.55 39%
C7552 17312.83 5972.93 66%

Table 4: The CPU time of Procedure 2.

shows the violation rate which is de�ned as the rate of Pro-
cedure 2 obtaining a "typical" worst-case Jeff less than the
estimate of �99:9. It was observed that (1) the violation rate
is close to the expected value of 0.1%, and (2) for those few
cases that Procedure 2 obtained a "typical" worst-case Jeff
less than the estimate of �99:9, their results are at most 1%
below the estimate of �99:9. Finally, Table 4 shows the CPU
times of Procedure 2 considering all interconnects and only
critical interconnects. As expected, using Procedure 1 to
pre-process circuits can save up to 83% of CPU time.

4. iTEM : AN ACCURATE INPUT
PATTERN-DEPENDENT EM DIAGNOSIS

In this section, an accurate input-pattern dependent reli-
ability diagnosis tool, iTEM, is briey presented. In our hi-
erarchical environment, this tool accurately computes elec-
tromigration MTF for the critical interconnects using the
previously determined critical input patterns. With iTEM
as guide, the designer can appropriately re-design the lay-
out to meet the reliability criterion. Of course, iTEM also
can be used independent of our hierarchical environment.
The unique feature of iTEM is that it takes into account
the steady-state temperature of every interconnect under
the given operating condition. Including the temperature
e�ect, iTEM can provide more accurate prediction on EM-
induced failure than other EM diagnosis tools.

iTEM is an integrated system which consists of a 2-D
geometry layout extractor, a sparse matrix solver, a tim-
ing simulator, a 3D thermal simulator and an interconnect
temperature estimator. The initialization of iTEM is to ex-
tract layout information, which is very similar to that of the
pattern-independent diagnosis. The extracted information
is then fed to the timing simulator. Note that if iTEM is
used in our hierarchical diagnosis system, it does not need
to run initialization procedure, since the layout extraction
has been done in the pattern independent diagnosis stage.

When given an input pattern, the timing simulator (IL-
LIADS) computes the current waveform of each transistor,
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and the power dissipation of each logic gate. Every logic
gate is treated as a heat source. A 3D thermal simulator [14]
is called to calculate the temperature pro�le on the surface
of the substrate by solving heat di�usion equations, taking
into account the location of the heat sources, chip dimen-
sions, and packaging material parameters. Our thermal sim-
ulator calculates the steady-state temperature rather than
the transient one. The reason is that the time to reach ther-
mal steady-state in a silicon chip is in the range of a mil-
lisecond, which is much larger than the switching period.
The sparse matrix solver is used to solve the power/ground
resistive network, providing accurate current waveforms for
every metal rectangle, via, and metal-di�usion contact.

Three phenomena may raise interconnect temperature
above the ambient: joule heating, heat conduction from the
substrate and heat conduction from nearby wires. Up to
this stage, iTEM has obtained the substrate surface tem-
perature pro�le and interconnect current waveforms. Based
on these data, iTEM can estimate the temperature of each
interconnect using an interconnect lumped thermal model
[15]. We presently ignore the heat ow from nearby wires
since it is usually small compared to the heat ow from the
substrate. After collecting all of the necessary information,
EM lifetime is projected by the ACR model.

iTEM simulation results for three di�erent circuits are
shown in Table 5. It can be found that the predicted MTF
may decrease as much as 17 times if heating e�ects are con-
sidered. The details of iTEM program can be found in [15].

5. CONCLUSIONS

Our hierarchical EM diagnosis method provides a feasible
solution to the complicated electromigration diagnosis prob-
lem. The top level is an input-pattern independent diagnosis
procedure. It �rst identi�es the critical interconnects based
on the estimation of the upper-bound e�ective current den-
sity. Then the Monte Carlo simulation is executed to �nd
the input pattern causing "typical" worst-case current stress
for each critical interconnect. After the input-pattern in-
dependent diagnosis procedure, designers can focus on the

Circuit 10-bit C3540 C6288
Adder

No. of Transistors 868 5842 10706
Operation Freq. 300MHz 100MHz 100MHz

Avg. Substrate
Temperature 65:38�C 41:23�C 39:21�C

Avg. Metal
Temperature 65:40�C 41:25�C 39:44�C
Peak Metal
Temperature 67:57�C 44:19�C 69:55�C

CPU Time (Sec.) 76 848 1177
w/o

MTF thermal 6:8� 106 5:84� 106 5:29� 105

(hours) with

thermal 3:91� 105 1:1� 106 6:27� 104

Table 5: Simulation results of iTEM.

critical interconnects and feed those critical input patterns
into the electromigration-reliability simulation tool, iTEM,
to compute the accurate EM-induced failure of the inter-
connect systems. Unlike traditional pattern-dependent EM
simulation tools, iTEM takes into account the thermal e�ect
of the interconnects to provide more accurate EM failure es-
timation. Both pattern-independent and pattern-dependent
tools can be used together or separately. They also can be
easily ported to in-house electrical or logic simulators to
adapt the particular design environment.
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