
1 of 6

Abstract -- This paper describes a new procedure for
estimating the delay-dependent switching activities in CMOS
combinational circuits.  The procedure is based on analytic
and statistical techniques to take advantage of their time-
efficiency over conventional logic simulators.  Combinational
circuits driven by synchronized logic signals are considered as
application targets and the statistical properties of logic signals
and circuit parameters are defined and evaluated.  The
experimental result on benchmark circuits shows the
significant time efficiency of the proposed procedure.

1  Introduction

In order to incorporate the reliability assurances at the design
stage, which we generally call design-for-reliability techniques,
relatively fast but still accurate reliability analysis techniques in
comparison to the conventional circuit simulators are required [1-
3].  It has been shown that, for CMOS logic circuits, the reliability
issues such as power dissipation, electromigration, and the
dynamic hot-carrier degradation effects are strongly related to the
behavior of the devices and circuits during transitions at the output
node.  For example, if we can measure the transition rates at a
node, the average power dissipation at the node can be estimated
by a fairly simple and relatively accurate approximation [4],

(1)

whereCL is the load capacitance,Vdd is the supply voltage, andf is
the transition rate at the node.

A new technique that measures thetransition density at the
circuit nodes was proposed for the approach that the reliability
properties can be estimated statistically by measuring the
transition rates at the internal and output nodes in combinational
circuits [5].  The technique is based on the fact that the transitions
at the nodes in combinational circuits are propagated from the
primary inputs through viable paths.  Two distinctive statistical
propertiesP(x) andD(x) which stand for thesignal probability and
the transition density, respectively, are defined and the transition
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densities at the internal and output nodes in the circuit are
calculated from those two properties.  The major advantage of this
technique is that we can calculate the transition densities close to
the values that otherwise converge only after lengthy and
exhaustive simulations.  Later work identified a few drawbacks of
the technique such as 1) signal correlations caused by reconvergent
fanouts [6], 2) simultaneous switching at the primary inputs [7],
and 3) the over-estimation caused by allowing extremely small
intertransition time [8].

The limitations of previous studies are due to the fact that they
mainly concern on generalized combinational circuits.  However,
by focusing on a specific class of combinational circuits, we are
able to model the transitional effects more accurately considering
the effects neglected in previous studies.  One of the common
techniques for high-performance circuit design is to pipeline the
significant functional blocks in combinational circuits.  In this
case, the minimum intertransition time at the primary inputs to the
functional blocks is limited by the system clock period.  Also,
according to the previous studies, node transitions are realized
only by transitions originated and propagated from primary inputs.
Therefore, the delay-dependent switching activities that we call
glitches cannot be clearly identified by previous studies.

The purpose of this paper is to propose a new time-efficient
statistical technique to estimate the delay-dependent switching
activities.  By selecting CMOS combinational circuits whose
primary inputs are synchronized to a system clock, which is
common for pipelining techniques, the proposed technique is more
practically meaningful than the analysis on generalized
combinational circuits.  Also, the extensive use of analytic and
statistical method for the estimation can lead to a significant speed
up of estimation procedures.  Formerly unpredictable switching
activities caused by gate and interconnection delays are now
tractable without exhaustive simulation runs.

The rest of the paper is organized as follows.  In section 2, we
identify the characteristics of our model of the combinational
circuits, and propose a new statistical approach to estimate delay-
dependent switching activities.  Experimental results are presented
in section 3 where we sought the application of the statistical
procedure suggested in section 2 to application circuits.  Section 4
gives a brief conclusion of our study.

2  Statistical Modeling of Switching Activities

A. The Circuit

The performance of a combinational circuit is usually measured
by the delay between the availability of successive outputs.
Therefore, one important requirement of the combinational circuit
is the long path timing constraint, which requires that the actual
delay of the circuit is not longer than a timing requirementT,
usually the clock period [9].  The actual propagation delay of a
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combinational circuit will never be longer than the delay of the
longest path in the circuit.

In this study, it is assumed that the circuit is built of logic gates
and latches and has the architecture of a synchronous sequential
circuit which is well-known as pipelining.  Fig. 1 shows a
simplified block diagram of the combinational circuit block under
consideration.  The circuit consists of edge-triggeredlatches

driven by a common clock andcombinational logic blocks
embedded in the latches.

One of the important advantages of the embedded
combinational block model is that the properties of the logic
signals sampled at each latches are designed so that they are not to
be affected by the propagation delay of the combinational circuit
block.  The original design concept of this synchronization was to
eliminate the faulty effects caused by the propagation delay of the
combinational circuit.  That is, we can confine the transitional
effects such as glitches within each combinational blocks and also
within one clock period.  In other words, we can decouple the
glitches caused by the complex interaction of propagation delay
and the circuit topology from the transitions propagated from
primary inputs.  Because the propagation delays are decoupled
from the circuit properties, we can independently analyze the
transitions propagated from primary inputs and delay-dependent
transitions.

B. Analysis of Delay-Independent Transitions

In this study, we modify the ideal logic signal defined in [5] to
incorporate some of the signal characteristics of embedded
combinational circuits.  First, for the calculation of transitions, we
define the primary input signalx[n] which is the output of the latch
as:

(2)

where is an integer andT is the period of the system
clock.  The definitions ofP(x) andD(x) are now

, and (3)

. (4)

The relationship betweenP(x) and D(x) where x is the
synchronized logic signal is (Fig. 2):

(5)

where, . (6)

Due to the nature of pipelining, the signals sampled at each
latches are independent of the logic delays.  Therefore, transition
densitiesD(xi) at thei-th pipeline latch can be calculated by the
function:

Figure 1.  Combinational circuits under consideration.
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wherem is the number of primary inputs at (i-1)th stage.  Also, as
we decouple the propagation delays from the logic gates, there is
no more delay effects at the internal nodes of the circuit block.

C.  Analysis of Delay-Dependent Transitions

If we assume no path and interconnection delays, transitions at
internal nodes are realized only by the transitions propagated from
the primary inputs.  The transition rates at internal nodes are
weighted according to the functions of the nodes along the path.
For the circuit model defined above, whenever the clock triggers
the latches, some of the primary inputs will make transitions.
Even though the primary inputs of the combinational logic block
are updated by the latches, the internal gates in the block may
make several transitions before settling to their steady state values
for that clock period due to the different path delays.  These
additional transitions have been calledglitches.  The configuration
of the paths is dynamic and the paths are computationally
expensive to extract as the size of the sample circuit increases.

In this paper, we suggest a technique to statistically approximate
the glitches.  If propagation paths have different path delays and
the number of the sample paths increases, we can assume that the
distribution of path delays can be approximated statistically.  There
are three properties that cause the glitches at the output of a gatex:
a set of input patternsΩx, particularly the transition patterns,
which is decided by the functionality of the gate, the intertransition
time,ζ, between successive input transitions, and the gate delayτx.
According to our assumptions, the propertyζ can be considered as
a random variableζ.  These properties must satisfy the following
constraints and Fig. 3 shows how the properties,Ωx, ζ, τx, are
correlated.

Constraints

(a) Ωx which cause the glitches at the output node of a logic gate
must appear at the input nodes.

(b) ζ must be larger than the propagation delay of the logic gate,
τx.

• The constraint (a) only concerns with the patterns at the gate
inputs and, therefore, it is adelay-independent property.  As we
assumed in the definition of the circuits, the transitions are
synchronized to the system clock and all signals arriving at the
input nodes are independent to each other.  Considering the
constraints and the assumptions, we can estimate the glitch
generation rate at the circuit node ofx, Dglit(x) by defining the
following properties.

Definition 1: The pattern probability Ppatt(x) that the glitch-
generating patterns appear at the inputs of the gatex at the rising
edge of the system clock is

Figure 2. The graphical relations betweenP(x) andD(x).
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(8)

wherem is the total number of glitch generating patterns,P(ωi) is
the probability that thei-th pattern  appears at the gate
inputs at the rising edge of the system clock, andP(ωi,bias) is the
probability that non-transient inputs are biased such that the glitch
can go through the logic gate.

In case of the 2-input NAND gate in Fig. 3, for example, we can
derive thePpatt(y) from the definition 1 as:

. (9)

For 2-input NAND gates, the values forP(ωi,bias) always one
because there must be at least two input nodes involved to generate
a glitch at the output node.  The assumption that transitions are
synchronized to the system clock gives a hint of the values for
P(ωi).  This leads to the pattern probability as:

(10)

wherefclk is the frequency of the system clock.
Therefore, the glitch generation rates at the output nodex,

Dglit(x), can be represented by:

. (11)

From the equation (5), for example, the glitch generation rate for
the 2-input NAND gate has the upper boundary such that:

, and

,

. (12)

• From constraint (b), we can formulate the probability that the
patternsΩx actually generate glitches at the output node.  If the
intertransition time,ζi, between the transitions of the input pattern
ωi, is greater than the propagation delay of the gatex, τx,  a glitch
can overcome the delay-inertia of the gate and can be propagated
to the output node of the gate.  Again, the path delays from the
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primary inputs to the internal gate inputs are considered as a
random variabled which is assumed to be independent and has the
distributionf(d).  The boundaries of the distribution,dmin anddmax,
are decided by the path delays of theshortest path and thecritical
path, respectively.  Both paths are assumed to beviable.
Considering these assumptions, we define a propagation
probabilityPprop(x).

Definition 2: the propagation probability of a gatex, Pprop(x), is
the probability that a function of the random variabled, ψ(d),
satisfies the following relationship.

. (13)

For the 2-input NAND gate, the function of the random
variable,ψ(d), is the difference between two path delaysda anddb.
For convenience, we assign two random variablesα andβ for da
anddb, respectively.  Then, we can rewrite the equation (13) with
the functionψ(α,β) as follows.

(14)

(15)

whereτ is the gate propagation delay.  As we can see in equation
(14),  path delays and the gate propagation delay have the linear
relationship and we can visualizePprop(y) as in Fig. 4.

The challenge in estimating the propagation probability is the
proper assignment of appropriate distribution models for the
transitions,f(d).  Because of the irregularity of Boolean functions
in combinational circuits, the distribution model could be a rough
measure rather than an accurate prediction.  However, as far as the
statistical approximations are concerned, we expect to get quite
accurate distribution models.  To assign the distribution models,
we assume that the following two properties are related to the
actual distribution.  They are 1)weighting coefficients on delay
paths and 2)the distribution of delay paths from primary inputs to
a gate.

Weighting coefficients: As we have seen in equation (7), the
incoming transitions at an input nodexi of a logic gate are
weighted by the coefficientWi which is:

, (16)

wherey is the output node of the gate.Wi is normally represented
by a product ofP(xj)’s or P(xj)’s wherexj is one of the inputs to the
gate exceptxi.  Therefore,Wi can be approximated in the form of
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(17)

where m is the number of inputs to the gate,Pj is the signal
probability at a input nodexj, which is eitherP(xj) or P(xj), andK
is the average signal probability.  The outputy will be one of the
inputs to the next stage and the transitionD(y) will be successively
weighted by the weighting coefficients of each gates as shown in
Fig. 5.  Therefore, we can approximate the weighting coefficient

on a single delay pathdi as:

(18)

wherea is the average number of inputs except the one on the
delay pathdi ands(di) is the depth on the delay path.

Distribution model: The distribution of delay paths is assumed
to beGaussian.  According to the central limit theorem, as the size
of samples becomes large, the distribution of samples converges to
Gaussian.  All transitions are propagated through the delay paths
and each path is weighted by the coefficientW.  By combining
weighting coefficients and the Gaussian distribution together, we
define theparametric distribution model of the transitions as:

. (19)
In the above,G is the normalization factor,K is the normalized
signal probability associated with the gate of interest,a is the
average fan-in of the gate under consideration,s(d) is the average
depth when the path delay isd, and N(m, σ) is the Gaussian
distribution with meanm and standard deviationσ [13].  The
major advantage of this parametric model is that we can estimate
the distribution with simple parameters.  Also, calculations rather
than exhaustive simulation runs are all we need to extract the
parameters.  However, one of the possible drawbacks is the
calculation time for parametersm andσ, because, if the application
circuit has lots of reconvergent fan-outs, the extraction could be
NP-complete.  However, as we have assumed in the beginning, if
the circuit has few number of reconvergent fan-outs, we still can
manage to calculate the parameters in reasonable time span.

Physically,Pprop(x) is a weighting coefficient that showshow
the gate propagation delay affects the glitch generation rates.  By
weighting the glitch generation rateDglit(x) with Pprop(x), we can
finally estimate the glitch generation rateDglit(x) which is,

. (20)

Again, for the 2-input NAND gate, by combining equation (11)
and (20), we estimate the glitch generation rate at the output node
of the gate as:

. (21)

Based on two definitions and the equation (20), we develop a
procedure to estimate the transition rates including glitch
generation rates at the internal nodes of the combinational circuits.
The procedure consists of two functional modules, one is to
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Figure 5.  Weighting coefficients on a delay path
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calculate the transition rates and pattern probabilities, while the
other module is to calculate the propagation probability at the
circuit nodes.  Analysis results of each functional modules are
combined together to estimate the transition rates.  Fig. 6 shows
the overall flow of the proposed procedure.

3.  Experimental Results

For a simple verification of the suggested procedure in Fig. 6,
we complete the estimation of the transition rates at the output
node of the 2-input NAND gate.  The distribution models for
random variablesα andβ, f(α) andf(β), are assumed to be uniform
distributions with minimum and maximum boundaries as:

, (22)

. (23)

Table 1 shows the parameter values assigned for theVerilog-HDL
simulation and calculation of the probabilities.  For the logic

simulation, input patterns are generated by the uniform random
number generation function inMatlab and the path delays for both
inputs are assigned by using the built-in probabilistic distribution
functions of theVerilog-HDL.  The simulation has run for 300,000
clocks with various gate delays,τ, ranging from 0.1 to 8 nsec.
Matlab programming utilities are also used to calculatePpatt(y)

Table 1: Parameters assigned for the case study

Signal dmin (nsec) dmax (nsec) P

a 3.0 13.0 0.5

b 5.0 10.0 0.5

Figure 6.  A block diagram of the glitch estimation procedure.
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and Pprop(y).  Fig. 7 shows the result of both simulation and
calculation.  The normalized error between two results is less than

0.13% and the error is mostly due to the precision of theVerilog
simulation.  As we have seen in Fig. 4, no glitches must be
generated if the gate delay exceeds 8nsec, that is because the
propagation probability is zero beyond that point, and both results
well satisfy this condition.  If we consider the gate propagation
delay of the 2-input NAND gate which is normally less than 1nsec
[10], the number of glitches which is more than 13.5% of the
output transition is a significant number considering the power
dissipation and the hot-carrier reliability problem.

For more complex applications of the procedure, ISCAS-85
benchmark circuits are considered.  One of them is c3540 which is
a combinational network functioning as an ALU and control
circuitries.  The circuit contains 1669 logic gates and 50 primary
inputs and 22 primary outputs.  To calculate the pattern
probabilities, we need to extractP(x) andD(x).  For this purpose,
we convert the circuit to Boolean modules.  The Boolean modules
are especially useful for BDD applications for extracting theP(x)
andD(x).  Unfortunately, the BDD’s are unacceptably large for the
whole circuit, and, therefore, we partition the circuit into 355
smaller Boolean modules based on FAN [11].  Fig. 8 is the sample
P(x)’s at the internal nodes of the circuit.  The difference between

the results of the calculation and simulation run is mostly due to
reconvergent fanouts which cause correlation between signals.
However, that is the trade off between accuracy and speed.  The
pattern probabilities for the gates of interest are calculated based
on the signal probabilities.

To verify our assumptions on the parametric distribution model,
we first calculate the required parameters for the model.  For this
purpose, ISCAS-85 benchmark circuits are transformed to tree-
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structured descriptions and all physical paths and their propagation
delays  are extracted.  The viability of the paths is not considered
and the gate delays are assigned based on the CMOS portable
library by VLSI Technology, Inc.[10]  The average fan-in for the
nodes of interest and the average number of stages vs. the path
delays for each circuits are calculated from the description.  Also,
to calculate the mean and standard deviation of the path delays at
the nodes of interest, we extract all possible paths and their delays.
Verification of the assumption, that the distribution of path delays
is Gaussian, is performed by reconstructing Gaussian distribution
using the mean and standard deviation that we calculated and
comparing the reconstructed distribution to the distribution of the
extracted path delays.  The overlapped distributions in Fig. 9 show
fairly good matches between two distributions.

The validation of the calculated parameters is performed by
comparing the distribution of transitions to the parametric
distribution  model.  We first run the HDL simulations on ISCAS-
85 benchmark circuits and the transitions at certain nodes are
recorded.  Again, the gate delays are assigned using the same
CMOS library used for the path extraction.  By combining the
recorded transitions with the derating factors such as the changes
of the operating temperature and supply voltage, and the process
variation, we could reveal the pseudo-real distribution of the
transition at the circuit nodes.  Again, we reconstructed our
parametric distribution models based on the calculated parameters.
Two distributions are compared in Fig. 10 and we found that the
range of the distributions are all matched between the two.  As the
characteristics of the circuit, such as delay paths and reduction
rates, have more statistical tendencies, there is less distortion of the
distribution curves.  One of the extreme cases where the statistical
assumptions failed is the distribution for c1908 in Fig. 10.
Although the ranges of the delay are closely matched for both
distributions, the distribution of actual transitions severely deviates
from it’s statistical counter part.  The cause of the deviation in this
case is the lack of delay paths at one of the input nodes associated
with the gate output.  As long as the statistical assumptions hold,
reconstructed parametric distributions approximate the real
distributions with little deviation.

Finally, we select the circuit nodes which best represent the
statistical characteristics such as large number of delay paths and
nodes along the paths.  With the pattern probabilities and the
parametric distributions for the circuit nodes in selected
benchmark circuits, especially c3540, c5315, and c7552, we
calculate the glitch generation rates and compare them with the

Figure 9.  The distribution of the delay paths for the benchmark
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results of simulation runs.  Table 2 shows the results on selected
circuit nodes.  Benchmark circuits with small number of gates are

not considered for the final verification because the nodes in those
circuits cannot be assumed to have proper statistical
characteristics.  Three types of switching activities are listed in the
table: 1) ‘transitions’ propagated from primary inputs, 2) ‘glitches’
counted onsimulation runs, and 3) ‘glitches’ estimated by the
proposedestimation procedure.  As we can see in the column of
the absolute difference between simulation and estimation results,
the glitches estimated by the proposed procedure are closely
matched to the values extracted after long simulations.  Though we
usedMatlab utilities for the most of the calculations which is a lot
slower than sophisticated programs, we still managed to get the
result much faster thanVerilog-HDL simulation runs.  The circuit
nodes with higher difference between simulation results and the
estimated values are mostly caused by the signal correlation
between gate inputs.

One important observation from the result is that unexpected
transitions which are responsible for more than 20% (one glitch
contributes two transitions) of total switching activities at the
circuit nodes in the form of glitches are generated.  Though our
assumption is that the generated glitches are not propagated
through to the successive delay paths, some of them are actually
propagated through the paths until they are filtered out by one of
logic gates along the paths.  Those propagated glitches add up to
generated glitches and they could be responsible for more

Table 2: Estimated glitches on various circuit nodes after 50,000
clock cycles. (sampled from c3540, c5315, & c7552)

node
 gate
type

Pprop trans.
glitch
(sim.)

glitch
(est.)

err
(%)

glit./
tran
(%)

n402 NAND 0.9092 30529 5679 5197 8.4 18.6

n403 NAND 0.9103 20464 2857 2724 4.7 13.9

n404 NAND 0.9103 21134 2918 2724 6.6 13.8

n2725 AND 0.8056 17769 2433 2346 3.6 13.7

n3657 OR 0.9815 28134 3031 3422 12.2 10.8

n1520 NAND 0.8732 18825 3051 2750 9.9 16.2

n1521 NAND 0.8758 30676 5735 4961 13.5 18.7

n2855 NAND 0.9256 18613 2707 2900 7.1 14.5

n2856 NAND 0.8883 18855 3132 2784 11.1 16.6

n4092 NAND 0.9073 18743 2837 2864 0.95 15.1

n320 NAND 0.8830 30265 5321 4965 6.7 17.6

Figure 10.  The distribution of the transition.
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extracted
reconstructed

K = 0.65
as = 0.0215d
m = 1440
σ = 198.69

K = 0.5
as = 0.0206d
m = 2235
σ = 250.7

K = 0.4
as = 0.0241d
m = 11791
σ = 221.9

K = 0.5
as = 0.0194d
m = 1506
σ = 198.79

unexpected switching activities at the circuit nodes.  Without a fast
analysis method to identify the delay-dependent switching rates,
we could end up with underestimated power assumption and poor
reliability predictions.

Our approach is limited by the assumptions made in the
statistical calculations.  We have assumed fanout-free circuits and
the independence between primary inputs.  But, what causes the
dependency between paths are reconvergent fanouts in circuitry.
Even though the primary inputs are independent, there is no
guarantee that the signals at the internal nodes are independent.

4  Conclusion

We have proposed a new time-efficient procedure to estimate
the delay-dependent switching activities in CMOS combinational
circuits.  By focusing on a specific class of combinational circuits,
we were able to model the transitional effects more precisely.
Also, extensive use of analytic and statistical methods for the
estimation showed significant time-efficiency over conventional
logic simulation.  The results of the application on experimental
circuits showed that both transitions propagated from primary
inputs and unexpected glitches generated by the interaction
between gate functions and interconnection delays were well-
tractable by proposed statistical technique.
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