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Abstract—Boundary element methods (BEM) are often used
for complex 3-D capacitance extraction because of their effi-
ciency, ease of data preparation, and automatic handling of open
regions. BEM capacitance extraction, however, yields a dense set
of linear equations that makes solving via direct matrix methods
such as Gaussian elimination prohibitive for large problem sizes.
Although iterative, multipole-accelerated techniques have pro-
duced dramatic improvements in BEM capacitance extraction,
accurate sparse approximations of the electrostatic potential
matrix are still desirable for the following reasons. First, the cor-
responding capacitance models are sufficient for a large number
of analysis and design applications. Moreover, even when the
utmost accuracy is required, sparse approximations can be used
to precondition iterative solution methods.

In this paper, we propose a definition of electrostatic potential
that can be used to formulate sparse approximations of the elec-
trostatic potential matrix in both uniform and multilayered pla-
nar dielectrics. Any degree of sparsity can be obtained, and
unlike conventional techniques which discard the smallest
matrix terms, these approximations are provably positive defi-
nite for the troublesome cases with a uniform dielectric and with-
out a groundplane.

I. INTRODUCTION

Decreasing feature sizes and increasing die sizes in high
performance VLSI design have combined to make intercon-
nect delay a critical factor in determining final circuit speeds
[14]. Therefore, 3-D capacitance extraction on interconnect
wiring has become increasingly important. While post-layout
extraction is necessarily rule-based to improve efficiency
(analytical or table-look-up models derived from complex 3-
D analyses [3] are selectively applied during run time accord-
ing to shapes recognition algorithms), shapes are commonly
encountered for which rules are not available. Because com-
plex 3-D modeling of these shapes is too costly, an approxi-
mate 3-D model is warranted. This paper takes a step in this
direction. A sparse approximation of the potential matrix is
formulated, and when this matrix is applied to BEM capaci-
tance extraction, a practical upper bound on the total capaci-
tance for each conductor is obtained.

II. BACKGROUND

The following paragraphs briefly describe conventional
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BEM capacitance extraction for a system of K conductors in a
homogenous or uniform dielectric. Although non-uniform
dielectrics can also be analyzed using boundary element
methods (semi-infinite interfaces are handled with a different
Green’s function [13]), these complications are omitted here
for reasons of clarity.

Because the solution to Possion’s equation in a homoge-
neous dielectric is uniquely specified by the boundary condi-
tions [5], BEM capacitance extraction begins with a
discretization of the conductor surfaces, and an evaluation of
the surface potentials as functions of the surface charge densi-
ties. That is, each of the K conductor surfaces is divided into a
set of Nk contiguous panels, and the surface potential at a
point ri on conductori is

(1)

where  is the charge density on the conductor surfaceSn
and  is the Green’s function for an infinite dielectric:

(2)

The integral equations represented by (1) can be reduced to
a matrix equation through a mathematical procedure called
the method of moments [4]. (Equivalent to variational formu-
lations, the method of moments procedure is a weighted resid-
ual technique [2], and as such, minimizes the error that is
inherent with the discretization of such problems). The sur-
face charge density  on each panel can be removed from
the integral sign through the use of the mean value theorem
[1]. And if (1) is integrated over celli, a solution by Galer-
kin’s method results [16]:

(3)

The problem can now be cast into the matrix equation

(4)

where  and repre-
sent the discrete panel potentials and panel charges respective-
ly, and is the potential or influence matrix between these
cells. The coefficients of are

(5)
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The short circuit capacitance matrix, Css, can be obtained
from the inverse of the potential matrix, P-1, and an incidence
matrix A that relates the discrete surface cells to the K con-
ductors. That is, Aij  is 1 if celli resides on conductorj and is 0
otherwise. In matrix algebra, Css is given by

(6)

While (6) is certainly concise, it is not particularly 
enlightening
for most readers. Therefore, the derivation of Css is generally
described in a more piecemeal fashion.

For example, to determine Cij , we first solve for the panel
or cell charges that result when a one volt potential is applied
to the jth conductor relative to all other conductors. That is,
we solve the simultaneous linear equations:

(7)

Then to determine the individual matrix term Cij , we sum all of
the panel charges on the ith conductor.

The resulting Css matrix is symmetric and diagonally-dom-
inant. The off-diagonal terms of the Css matrix are negative
and equal in magnitude to the total capacitive coupling
between the two conductors represented by that row and col-
umn number. The diagonal terms are positive and equal the
sum of all capacitances to the conductor given by that row and
column number. This total includes the capacitance to the ref-
erence node which is often located at infinity:

(8)

If the reference level is located at infinity (since charge can-
not be drawn from infinity), the short circuit capacitance
matrix is first converted to a two-terminal capacitance matrix,
and then the two-terminal capacitance matrix is converted to a
node pair capacitance matrix [10]. If a ground plane is present
and charge can be drawn from the reference level, the short
circuit capacitance matrix directly yields a two-terminal
capacitance matrix.

III. SHIFT &TRUNCATE ELECTROSTATIC SCALAR POTENTIAL

An approximate formulation of magnetic vector potential is
described in [9] that yields sparse yet provably positive-defi-
nite partial inductance matrices. This formulation no longer
assumes that currents are imaged (or return) at infinity.
Instead, it assumes all incremental current vectors are imaged
(or return) at a finite or constant radiusro from their origin. In
this paper, a similar definition is applied to the electrostatic
potentials in both uniform and planar multilayered dielectrics.
The new electrostatic potential function for a unit point charge
is formulated such that the zero potential lies at a constant
radiusro from the charge. For example, the shift-and-truncate
electrostatic potential due to a point charge (at the origin) in
an infinite uniform dielectric (with a relative dielectric con-
stantεr) is:
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(9)

We may visualize this as the effect of an imaginary grounded
sphere of radiusro around each the point charge (see Fig.1 ).

When a ground plane (the simplest multilayered dielectric)
is considered, (10) is simply applied to the electrostatic 
poten-
tials induced by both the point charge and its image, and a
variation to the method of images solution results. Ifr+q and
r-q in Fig.2 are the respective separations between an observa-
tion point and a point charge and its image, the shift and trun-
cate potential formulation is

(10)

When more complex interface boundaries are considered,
method of images solutions generally cannot be expressed
with a finite set of image charges [17]. Consider the simple
double-interface example depicted in Fig.3. A point charge +q
is located in the thin dielectric mediumε1 at a distance (a)
from a semi-infinite ground plane below, and at a distance (b)
from a semi-infinite dielectric mediumε2 above. The ground
plane and the two dielectric mediumsε1 and ε2 are respec-
tively labeled in this figure as Regions 0, 1, and 2, and the
magnitude and location of the first order image charges are
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FIGURE 1:   Point charge with with charge +q and a cut away view of
the spherical shell of equal charge of opposite sign at a radius r0.
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FIGURE 2:    Method of image solution for potential due to a point
charge above a ground plane.
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shown. (To simplify subsequent equations, the location of the
point charge +q is considered to be the origin in Fig.3.)

The electrostatic potential at the observation point p in
Region 1 (which is separated by a distancer from the point
charge +q) can be expressed as a sum of the electrostatic
potentials (in an infinite dielectricε1) due to the point charge
+q at the origin and its image charges both directly above and
directly below.

(11)

In (12), qi and qj represent the magnitude, andzi, andzj the lo-
cations of image charges in Regions 0 and 2 respectively. The
magnitudes and locations of the entire infinite sequence of im-
age charges for Fig.3 are summarized in Fig.4.

FIGURE 3:   First order image charges for a point charge (+q) and
observation point inside a thin dielectric medium e1 which is above a
ground plane and below a dielectric mediumε2.
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FIGURE 4:   Location and magnitude of image charges for a point
charge and observation point in Region 1 of Fig.3.
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When the shift and truncation formulation is applied to this
more complex structure, (10) is simply applied to the electro-
static potentials induced by both the point charge and its
images. Becauser0 is finite, the infinite series in (12) truncates
when |z -r| > r0.

IV. STABILITY OF  SPARSE IMAGE METHOD APPROXIMATIONS

Like the sparse partial inductance matrices presented in [9],
the sparse matrix approximations that result from (10) are
provably positive-definite for uniform dielectrics. The follow-
ing paragraphs outline a proof for an infinite, uniform dielec-
tric without a ground plane. The proof for an infinite, uniform
dielectric with a ground plane is similar, but is omitted here
for the sake of brevity.

The energy, UE, stored in a static electric field is equal to
the assembly energy required to establish that field and is
given by

(12)

where the volume integral includes all regions in which the
charge density,ρ, is non-zero [11]. For a finite system of sta-
tionary charges in uniform dielectric, this assembly energy can
be related to the volume integral taken over all space, of the
electric field squared ( ), and is therefore, guaranteed to be
positive.

(13)

UE can also be related to the quadratic form of the potential
matrix.

Consider a system of conductors where each conductor sur-
face has been divided into contiguous panels and the total
number of panels is N. The volume integral of  for this
system can be expressed as

(14)

whereσi and  are the average surface charge density and
electrostatic potential on paneli. Because the average potential

 on paneli can also be expressed as the sum of the electro-
static potentials induced by each of the N conductor panels,
(15) can be expanded as follows:

(15)

Finally, rearranging the sums and integrals in (16) equates the
volume integral of  with the quadratic form of the potential
matrix P:
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It follows then, that the potential matrix P for a system of N
conductors is positive definite:

(17)

To demonstrate the positive definiteness of the sparse
approximation given by (10), consider a system comprised of
N conductor panels. Centered around each point on a panel,
assume there exists a spherical charge distribution with radius
r0 such that the potential due to that point charge and the
spherical shell combined is described by (10). There would
then be N distributions of charge, “shells of image charge” for
N conductor panels. The potential matrix P, whose quadratic
form represents the volume integral of  for the entire sys-
tem, can be partitioned into panel and shell contributions.

(18)

In the matrix P, Pp is the potential matrix for the N conductor
panels, Psh is the potential matrix for the N shells of image
charge, and Pp, sh is the matrix of coupling potentials between
these two systems. Because the total, the panels, and the shells
of image charges all represent “physically” realizable charge
distributions, their respective matrices P, Pp, and Psh are all
positive definite. That is, given conductor segment currents
qp1, qp2, .. qpN and shell currentsqsh 1, qsh 2, .. qsh N,

(19)

(20)

(21)

The sparse potential matrixP we propose is found by using
(10) as the Green’s function in (5) is also given by

(22)

Hence, (20), (21), and (22) can be manipulated to show 
this
matrix is positive definite.

When the shell charges are equal and opposite to the panel
charges (i.e.qp=q and qsh=-q), (20) can be reordered and
expanded as follows:

(23)

Because the panel charges represent a similar but denser
charge distribution than the shells of equal and opposite
charge, their assembly energy (given by (21) withqp = q), is
greater than the assembly energy of the shells of image charge
(given by (22) withqsh = -q). Therefore, (21) can be substituted
into (24) without changing the inequality, and hence, the posi-
tive definiteness of the sparse matrixP is shown.
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V. BEM EXTRACTION WITH SPARSE MATRICES

Sparse, shift-and-truncate potential matrices can be used
either directly or indirectly in BEM capacitance extraction.
The direct method is procedurally identical to the conven-
tional BEM capacitance extraction just described. A potential
matrix is still obtained using a method of moments computa-
tion ((10) can be substituted into (5) if a solution by 
Galer-
kin’s method is desired). Furthermore, this potential matrix P
is still “inverted”, and subsequently pre-multiplied by AT and
post-multiplied by A (where A is the appropriate incidence
matrix) to formulate the short circuit capacitance matrix.
When a ground plane is present, the procedure concludes with
the formulation of two terminal capacitances. When no
ground plane is present, the procedure continues on with the
formulation of node pair capacitances.

When more accurate results are required for both total
capacitance and individual coupling terms, either larger shift
radii (and hence denser matrices) can be considered, or small
radii and extremely sparse matrices can be used to precondi-
tion the dense linear problem. When a large dense linear prob-
lem is preconditioned, the sparse matrix is first inverted (i.e.
factored using a direct method such as LU or Cholesky factor-
ization), and this matrix inverse is then used to improve both
the initial guess and the condition number, and hence the con-
vergence [15], of the dense linear problem.

For example, let P and Pst represent the full Coulomb
potential matrix and the sparse shift-and-truncate approxima-
tion. The linear problem

(25)

will converge more rapidly than

(26)

because the condition number of ( Pst
-1· P) is smaller than that

of P. The sparse partial inductance matrices described in [9]
have been similarly applied to precondition the multipole-iter-
ative circuit reductions employed in FastHenry [8].

VI. EXAMPLES

The direct use of shift-and-truncate matrices in BEM
capacitance extraction (relative to truncation only and full
matrix formulations) was tested in terms of a simple extrac-
tion program. The potential matrix P was formulated using a
discrete implementation of the Galerkin method (which pro-
duces a symmetric matrix). Because P can be a very large,
albeit a sparse matrix when shift-and-truncation or truncation
formulations are used, (7) was solved iteratively using the
Conjugate Gradient Method (CGM) [7].

Consider the interconnect wiring example depicted in
Fig.5. Twenty-one wires on three wiring levels are embedded
in a dielectricε1 of thickness hd which is in turn, sandwiched
between an ideal ground plane below and the air above. The
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seven parallel wires on the first wiring plane (the wiring plane
closest to the ground plane) are orthogonally crossed by seven
parallel wires on the second wiring plane, which in turn, are
orthogonally crossed by seven parallel wires on the third wir-
ing plane. Wire thicknesses, wire widths and pitches, and
interlevel spacings are 0.5, 0.5, 1.5, and 0.5 microns respec-
tively. Separation between the ideal ground plane and the first
wiring layer is hgp, and the dielectric layerε1 has a relative
dielectric constant of four. The twenty-one conductors were
uniformly subdivided into 0.5µm x 0.5µm panels. (This dis-
cretization produces a fully dense 1638x1638 matrix when the
full Coulomb potentials are considered.)

To demonstrate the feasibility of using the sparse image (or
shift-and-truncate) method directly we computed total line
capacitance (the diagonal term in the Cssmatrix) for each of
the twenty one lines in Fig.5 using three formulations of the
electrostatic potential matrix (the full matrix, a shift-and-trun-
cate matrix, and an equally sparse truncated matrix) and three
combinations of hgp and hd ( [∞, ∞], [0.5µm, ∞], and [0.5µm,
3.5µm]). When shift and truncate potentials were considered,
the shift radiusr0 in (10) was set to 2.4µm (which in turn
made the potential matrices 88.8% sparse). When truncated
potentials were considered, an unshifted (r0 = ∞) but truncated
matrix of equal sparsity was considered. In every case, CGM
iterations were continued until the Euclidean norm of the
residual (||Ax-b||2) was less than 10-3.

Consider the results listed in Table 1 for the case of an infi-
nite dielectric without a ground plane (hgp = ∞ and hd = ∞).
The sparse image method provided reasonably accurate esti-
mates of total line capacitance for this example (within 6% of
the full matrix results for all lines except 1, 7, 15, and 21—
which are outlying lines with unrealistic boundaries—where
the error approached 14%). On the other hand, BEM capaci-

FIGURE 5:   Seven wire busses with three wiring levels and ground plane.
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tance extraction using an equally sparse, truncated matrix
erred by as much as 41%.

While it’s almost impossible to interpret the source of the
error in the truncated results (remember, simply discarding the
smallest elements in a potential matrix can render these matri-
ces indefinite), the source of error in the shift and truncate
case is obvious. Lines 1, 7, 15, and 21 lack near neighbor cou-
pling on two of their four sides. The shift-and-truncate formu-
lation, because it assumes a minimum coupling distance, over
predicts total capacitance for these lines. But if the shift radius
is r0 increased, even the accuracy of these predictions will
improve to acceptable levels.

Besides improved accuracy, the shift and truncate extrac-
tion also converges faster. For this first example, the shift and
truncate extraction converged in 381 CGM iterations, while
the full and truncated matrix extractions required 473 and
2546 CGM iterations respectively.

Next, consider the results listed in Table 2 for the case of an
infinite dielectric over a ground plane (hgp = 0.5 µm and hd =
∞). BEM capacitance extraction using shift-and-truncate
potentials again provided very accurate estimates of total line
capacitance (within 5% of the Coulomb potential results for
all lines except the lightly coupled outside lines 15 and 21).
BEM capacitance extraction using truncated Coulomb poten-
tials, however, also produced accurate results (within 8% of
the full matrix results).

This improvement is due to the presence of a ground plane.
The discarded terms in the truncated matrix now represent
dipole rather than monopole terms (see the equation in Fig.2),
and hence, second order effects. The truncated extraction,
however, was still more costly to compute than the shift-and-
truncate extraction. The shift-and-truncate extraction con-
verged in 382 iterations, while the full and truncated extrac-
tions required 428 and 513 iterations respectively.

Finally, consider the results listed in Table 2 for the case of
a thin dielectric layer over a ground plane (hgp = 0.5 µm and
hd = 3.5 µm). Again, the sparse image method provided accu-

TABLE 1. Total Capacitance in fempto-Farads for 21 Conductors in
Fig.5 with hgp = ∞ and hd = ∞.

Coulomb
Potentials

Shift and
Truncate

Truncation
Only

C1, C7 1.318 1.499 1.534

C2, C6 1.490 1.572 1.950

C3, C5 1.492 1.573 2.099

C4 1.492 1.573 2.136

C8, C14 1.603 1.679 1.807

C9, C13 1.765 1.779 2.228

C10, C12 1.766 1.780 2.439

C11 1.766 1.780 2.497

C15, C21 1.318 1.499 1.534

C16, C20 1.490 1.572 1.950

C17, C19 1.492 1.573 2.099

C18 1.492 1.573 2.136



rate estimates of the total line capacitance (within 5% of the
Coulomb potential results for all lines except the lightly cou-
pled outside lines 15 and 21), and converged in fewer itera-
tions than either the full and truncated extractions (387 versus
434 and 596 CGM iterations respectively). Furthermore,
because the shift-and-truncate formulation provides a natural
and consistent truncation scheme for the infinite series in 
(12),
the potential matrix was also easier to formulate.

VII. CONCLUSIONS

The shift-and-truncate approximation proposed in [9] for
partial inductance extraction has been successfully applied to
BEM capacitance extraction for uniform and multilayered
planar dielectrics. Because it naturally truncates the method of
images solution, this sparse image method yields both a sparse
and an easily-formulated potential matrix for the multilayered

TABLE 2. Total Capacitance in fempto-Farads for 21 Conductors in
Fig.5 with hgp = 0.5 µm and hd = ∞.

Coulomb
Potentials

Shift and
Truncate

Truncation
Only

C1, C7 1.789 1.777 1.814

C2, C6 1.857 1.853 1.891

C3, C5 1.857 1.854 1.895

C4 1.857 1.854 1.895

C8, C14 1.627 1.691 1.671

C9, C13 1.766 1.792 1.835

C10, C12 1.766 1.793 1.852

C11 1.766 1.793 1.853

C15, C21 1.334 1.500 1.403

C16, C20 1.492 1.572 1.592

 C17,C19 1.493 1.573 1.614

C18 1.493 1.573 1.616

TABLE 3. Total Capacitance in fempto-Farads for 21 Conductors in
Fig.5 with hgp = 0.5 µm and hd = 3.5 µm

Coulomb
Potentials

Shift and
Truncate

Truncation
Only

C1, C7 1.788 1.777 1.821

C2, C6 1.858 1.852 1.903

C3, C5 1.858 1.853 1.908

C4 1.858 1.853 1.908

C8, C14 1.621 1.686 1.679

C9, C13 1.766 1.786 1.862

C10, C12 1.766 1.788 1.890

C11 1.766 1.788 1.893

C15, C21 1.220 1.387 1.298

C16, C20 1.393 1.458 1.539

 C17,C19 1.393 1.459 1.578

C18 1.393 1.459 1.584

dielectric case (which is generally problematic because of the
complex Green’s functions that arise). Total line capacitance
was obtained for practical examples using both full and sparse
matrix formulations. Because the sparse image method pro-
posed yielded a better conditioned matrix than simple trunca-
tion, the iterative method employed in these examples was
also shown to converge faster for shift-and-truncate matrices.
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