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Abstract: Electromigration induced degradation in
integrated circuits has been accelerated by continuous
scaling of device dimensions. We present a method-
ology for synthesizing high-reliability and low-energy
microarchitectures at the RT level by judiciously bind-
ing and scheduling the data transfers of a control data
flow graph(CDFG) representation of the application
onto the buses in the microarchitecture. The proposed
method accounts for correlations between data trans-
fers and the constraints on the number of buses, area
and delay.

1 Introduction

With VLSI fabrication technology reaching sub-micron
device dimensions, the role of the interconnect has be-
come dominant in determining the reliability of inte-
grated circuits [1]. As a result of sub-micron scal-

ing, current densities of 10° A/cm? or more exist in
metal interconnects [3]. These current densities far
exceed the threshold current densities for electromi-
gration (~ 500000 A/cm?). Research on the DEC
ALPHA CPU has shown that the electromigration
median-time-to-failure MTF (defined as the time for

50% of the metal lines to fail) is of the order of 10*—10°
hours (1—10 years) [1, 4]. Electromigration is predom-
inantly due to the transport of conductor metal atoms
caused by the momentum transferred by the electron
current. If the electron current density is sufficiently
high then the metal atoms get depleted from one region
on the conductor and pile up at other regions. This
accumulation and depletion process continues until it
becomes severe enough for circuit failure. Equation 1,
relates the electromigration MTF of a conductor to the
current density, J, and temperature, T' [9, 10].

A
MTF:J—n-expEa/kT (1)

In equation 1, E, is the activation energy, k& is the
Boltzmann’s constant and the constant A depends on
the physical dimensions of the metal conductor. Ex-
periments reveal that the empirical parameter n is ap-
proximately 2.

The current density J on aline 7 depends on the proba-
bility p;, that the line toggles in a clock cycle as shown
in equation 2.
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C, W and H are the capacitance, width and thick-
ness, respectively, of the line, and f is the clock fre-
quency. From equation 2, it can be seen that minimiz-
ing p; reduces the current density in line Z, which in
turn maximizes the MTF. If SA,,4; 1s the maximum
among the total switching activities calculated during
one CDFG computation for all lines and T4, is the
total time required to implement the CDFG, then p;
for the most electromigration-susceptible line is given
by SAmaz/Tmaz- Assuming that all lines in a bus have

the same geometry, MTF « m.

J
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On the other hand, the energy dissipated E, is pro-
portional to SA;,, the total switching activity on
all lines in one CDFG computation [12]. Conse-
quently, while minimizing (SAmas /Timas ) increases the
MTF, minimizing SA;, reduces the energy. In this
paper, we present RT-level techniques to synthesize
high-reliability, low-energy designs by suitably mul-
tiplexing signals onto bus lines. The objectives of
the proposed algorithm are to (a) maximize MTF
1/(SAmaz/Tmaz)? or (b) minimize E o« SAot, or (c)
a combination thereof.

Previous research in the area of CAD for reliability has
resulted in the development of tools to compute the
current waveforms. Tools such as RELIC [8], SPIDER
[7], CREST [11] and BERT-EM [2] perform transient
analyses and determines current density and electromi-
gration failure for each element. CAD techniques for
hot-carrier reliability have also been developed [6, 13].

2 EM-Reliability Enhancement

Owing to their length and width characteristics, buses
are highly susceptible to electromigration [5]. On the
other hand, metal lines in functional units and con-
trollers being short and narrow are less susceptible
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to electromigration. Finally, while power and ground
lines are susceptible, their large widths increase their
MTF. The MTF of bus lines can be increased by
increasing the line width or by minimizing the maxi-
mum switching activity. Based on these observations,
switching activity and EM effects on bus lines can be
reduced by judiciously sequencing data transfers in a
computation onto the available buses during RTL syn-
thesis.

Consider an example Control Data Flow Graph
(CDFG) with three add operations (1, 2 and 3) and
6 data transfers (a, b, ¢, d, e and f) in figure 1. Ev-
ery add operation is assumed to require one clock cy-
cle. Two possible schedules of the CDFG are shown
in figure 2. Two adders and two buses are used to im-
plement these schedules. The total execution time of
these schedules is three clock cycles.

Figure 1: An example CDFG.
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Figure 2: Two schedules for the CDFG in figure 1.

Let the expected switching activity of the I** line on a
bus when data transfer j is followed by data transfer
i (¢ = j), be denoted by py(i= ;). For the CDFG in
figure 1, py(;= ) for all data transfers ¢, j, are shown in
table 1. The p;=;) are computed assuming that (i)
the primary inputs are spatially and temporally inde-
pendent [12], (ii) each input is a logical 1 with a given
probability, and (iii) the bus width 1s 8. The method of
computing these values is explained in section 3.1. For
simplicity we assume that the py; ;) are identical for
all lines {. From table 1, it can be seen that when the
data transfer b follows data data transfer e on a bus,
the switching activity on line [ (py(3=.¢)) is 0.38. The se-
quence of data transfers mapped onto a bus in turn de-
termine the total expected switching activity (SAF) on
all lines in the bus. The maximum of all these switch-
ing activities is obtained as SAn.; = maxv SA{“.

If the maximum number of clock cycles required for
one computation of the CDFG is T4, then the max-
imum switching activity of any line in the circuit is

0.49 | 0.46 | 0.42 0.41 0.40 | 0.49
0.46 | 0.49 | 0.50 | 0.49 | 0.38 | 0.50
0.42 | 0.50 | 0.49 | 0.49 | 0.48 | 0.50
0.41 | 0.49 | 0.49 | 0.50 | 0.51 0.49
0.40 | 0.38 | 0.48 | 0.51 0.51 0.51
0.49 | 0.50 | 0.50 | 0.49 | 0.51 0.49
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Table 1: pj;=5), V4, j for the CDFG in figure 1.

SAmaz [Tmaz- For a fixed line geometry and clock fre-
quency, SAmaz/Tmaz < J.

To clarify these ideas, consider the schedule in figure
2 (a). The switching activity on bus 1 is caused by
the transitions a = ¢, ¢ = d and d = a. The average
switching activity on bus 1 is w = 0.44

and on bus 2 is w = 0.25. Thus, bus 1 is

more susceptible to electromigration than bus 2. Sim-
ilarly, the average switching activity on buses 1 and
2 in figure 2 (b) are 0.41 and 0.32, respectively. As-
suming a length of 4.5 - 10*y, a width of 1x and a
thickness of 0.1y, the microarchitecture corresponding
to figure 2(b) (MTF = 4.6 - 10%hours) is more tol-
erant to electromigration-induced failures when com-
pared to the microarchitecture corresponding to figure
2(a) (MTF = 2.3-10%hours).

The total energy dissipated on the buses in a microar-
chitecture during one CDFG computation is:

SAwr =Y  SAf (3)
vI1,k

Consequently, the buses in microarchitecture corre-
sponding to the figure 2(a) (SA:: = 16.64) dissipate
less energy when compared to the microarchitecture
corresponding to the figure 2(b) (SAtr = 17.76). In
the case, when buses are of different lengths, SA4;.
can be computed by weighting the switching activities
with the lengths (or capacitances) of the buses.

3 The Algorithm

The proposed algorithm consists of two stages namely
(a) activity determination and (b) simultaneous
scheduling and binding.

3.1 Activity Determination

The activity determination stage accepts as its inputs
(i) the CDFG, (ii) the bus width and (iii) the primary
input signal probabilities. The values py(;-, ;), are com-
puted by repeatedly simulating the CDFG.

The primary input signal probabilities are generated
by assuming that they are spatially and temporally
independent [12]. For each set of primary inputs, the
signal values for all data transfers in the CDFG are
computed by simulating the CDFG. For every possible
pair of data transfers 7 and j in one CDFG simulation,
a bit flip on line ! during the transition ¢ = j is deter-
mined by “®”ing the bit [ in the signal values of z and



j. The CDFG simulations are terminated when the
average number of bit flips for all data transfer pairs
converge.

For DSP applications, such simulations can be done
very quickly because only simple operations such as
additions and multiplications are required to generate
the values for the data transfers. Suppose n is the num-
ber of operations(or data transfers) in the CDFG then
n? is the number of possible data transfer pairs. If S
is the number of simulations required for convergence,
then the total time required to compute pj(; ;)for all
possible data transfer pairs 7 and j is given by O(S-n?).
It is feasible to simulate the CDFG to compute py(; )
by taking into account the correlations between the
signals ¢ and j. Therefore, py; ;) can also be used for
a quick estimation of the MTF or energy dissipated
on the buses for a given schedule.

3.2 Scheduling and Binding

The inputs to this step are (i) the CDFG, (ii) py(i=j),
(i) the number of buses and functional units avail-
able for binding and, (iv) the execution times of the
operations on the available functional units. The al-
gorithm synthesizes a high-reliability, low-energy mi-
croarchitecture subject to the constraints on the area
(number of functional units and buses) and delay. The
overall structure of the algorithm is given in figure 3.

1. Select an initial value for the objective, OB Jcyrr-

2. While stopping condition is FALSE

3. Repeat for a certain number of iterations, I
Repeat until (Tmar < DELAY) or (iterations > I).
/* Module Selection */

Repeat until EViEM Area; < AREA

4. Select a module set, M € component library.
End Repeat.
/* Binding and Sequencing */
Repeat until (Tmar < DELAY) or (iterations > I).
5. Bind & sequence data transfers onto buses.
For min-Energy, calculate OBJ e, (Eqn. 3).
/* Scheduling */
Repeat until (T < DELAY) or (iterations > I).
6. Schedule operations and data transfers onto M.
For max-Reliability, calculate OB Jcqy
End Repeat.
End Repeat.
End Repeat.
7. if OBJpew < OBJoyrr then OBJoyrr «— OBJpey
else OBJoyrr «— OBJyeq with a given probability.
End Repeat
End While

Figure 3: Simultaneous scheduling and binding

Let ARFA and DELAY be the constraints on the
area and delay, respectively, for the microarchitecture
to be synthesized. The delay is determined as the total
number of clock cycles required to execute the CDFG
on the synthesized microarchitecture, and is denoted
by Timaz. If EM-related failures is the objective then
OBJ.yrr = MTF for the microarchitecture investi-
gated. Similarly, if energy dissipation is the objective,
then OBJ.yrr = SAtot. Initially, a microarchitecture

is synthesized ensuring that the area and performance
constraints are met. Subsequently, this microarchitec-
ture is incrementally refined without violating the area
or performance constraints, to optimize O BJ 7.

4 Results

The results of the algorithm on three high level syn-
thesis benchmarks (FIR, AR and Elliptic filter) are
discussed [5]. The addition and multiplication opera-
tions are assumed to require one clock cycle. Each bus
in the synthesized microarchitectures contains 8 lines.
Each line of the primary input is spatially and tempo-
rally independent and has a signal probability of 0.5.
The length, width and thickness of the metal lines are
assumed to be 4.5-10%*u, 1y and 0.1y, respectively [3].
The temperature was assumed to be 85°C.

# of Perf Energy BEM WEM BERT-EM
Flir. | buses | Tmaw  SAwe MTF MTF MTF
(cyc)  (Act) (10°h) (10° h)  (10° h)
1 25 58.3 0.90 0.55 1.2
2 20 62.1 1.51 0.54 1.4
FIR 3 22 63.5 1.73 0.68 1.7
4 22 80.1 1.62 0.79 2.2
5 20 78.2 1.84 0.60 2.3
6 19 72.3 1.24 0.57 1.4
1 35 73.1 2.9 0.69 3.1
2 27 80.4 3.27 0.91 4.2
AR 3 21 78.6 2.80 0.86 3.3
4 19 88.4 2.31 1.24 3.2
5 18 77.3 2.66 1.06 3.4
6 17 77.0 2.79 1.16 3.5
1 36 133.3 1.9 0.55 2.5
2 36 134.7 3.27 1.24 3.1
Elpt. 3 35 126.3 4.11 1.06 3.9
4 34 145.7 4.11 1.24 4.0
5 38 140.7 5.71 1.53 4.5
6 33 132.6 7.16 1.54 6.5
Avg. 26.5 94.58 2.83 0.93 3.0

Table 2: Results on benchmarks after optimizing for
EM-reliability

The results of optimizing for EM-reliability are sum-
marized in table 2. “Perf” denotes the performance of
the reliability-optimized microarchitecture, and “En-
ergy” denotes the energy dissipated on the buses in
the microarchitecture. “BEM” and “WEM?” stand for
the best and worst MTF values of the microarchitec-
tures investigated by our algorithm. The MTF values
have units of 10° hours. The MTF values for the
best-reliability microarchitectures are on an average
2.9 times more than the MTF of the worst-reliability
microarchitectures. This is an indicator of the large
range of reliability values possible for microarchitec-
tures synthesized using the proposed method of suit-
ably altering the sequence of data transfers on buses.
Thus, the proposed method presents a high scope for
reliability optimization during microarchitecture syn-
thesis. An increase in the number of buses reduces
both the total switching activity for one CDFG com-
putation in the lines in the circuit and 7,,,. Thus,
the variation of the MTF as a function of the number
of buses is uncertain.



The MTFs of the reliability-optimized layouts of our
circuits obtained using the circuit level reliability sim-
ulator (BERT) [2] are shown in in column 7 of the
table 2. The layouts of the circuits are simulated for
500 clock cycles. The primary inputs which are spa-
tially and temporally independent are generated with
a probability of 0.5.

# of Perf EM BEnergy WEnergy
Fltr. buses Tarax MTF SAror SAror
(cycles) (105 hours) | (activity) | (activity)

1 19 0.80 58.3 88.1
2 20 1.12 56.7 89.8
FIR 3 18 1.06 55.1 88.9
4 17 1.09 54.4 89.3
5 18 1.24 54.5 89.6
6 16 1.20 52.1 90.1
1 35 2.79 73.1 119.3
2 19 1.42 75.3 119.5
AR 3 17 1.33 73.7 119.3
4 21 1.59 74.0 119.2
5 19 1.94 72.1 121.0
6 17 2.21 68.2 120.0
1 36 1.24 133.3 164.7
2 36 2.42 125.6 168.8
Elpt. 3 31 2.11 122.6 171.4
4 34 2.21 124.9 174.3
5 38 3.87 122.0 167.7
6 31 4.66 120.7 181.9
Avg. 24.6 1.91 84.22 126.8

Table 3: Results on benchmarks when optimized for
energy.

The MTF of the best-reliability microarchitecture is
48% more than that of the MTF of the best-energy
microarchitecture (Table 3). This indicates that
minimizing energy does not necessarily max-
imize MTF. The values indicate a strong correla-
tion between the estimated and simulated values. The
high-level metric proposed is therefore, a dependable
indicator of the electromigration-induced failure in the
circuit. The best-reliability schedule obtained and its
corresponding microarchitecture is shown in figure 2.
The MTF and the energy values of the best-energy
microarchitectures synthesized using the proposed al-
gorithm are shown in table 3 in columns 4 and 5.

5 Conclusion

We proposed a technique to synthesize high-reliability
low-energy microarchitectures at the RT level. Com-
parisons on benchmarks indicate that an average
of 66% decrease in electromigration failures can be
achieved between the best reliability and worst reli-
ability designs. Moreover, on an average, the MTF
of the best-energy microarchitecture was 48% worse
than the MTF of the best-reliability microarchitec-
ture. Furthermore, microarchitectures optimized for
electromigration and microarchitectures optimized for
power dissipation do not coincide. Finally, circuit
level reliability simulations using BERT [2] validate the
goodness of the proposed metric for electromigration
induced reliability.

Add1 i51 5] 6]  hol
Add 2 (3] f3ls] [12] (21122
Add3[0]1
Mul 1
Mul 2 (11
Bus 1
Bus 2 0% 1f20]51] afiefeid 16h
Bus 3 fearhea] 174o [202p o] [dh
time
@
j ‘7 Bus 1 ‘%ﬂ 1—>9—>3 > 4*>EQ
i Bus2 3 ¢ 7ﬁ2$10—>15—>5ﬁ11ﬁ127»1@
7 x 7

Figure 4: (a)The gantt chart and (b) the data path for
the best-reliability solution for the FIR filter.
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