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Abstract { In an era of sub-micron technology, rout-
ing is becoming a dominant factor in area, timing, and
power consumption. In this paper, we will study the
problem of selecting and chaining of scan 
ip-
ops with
the objective of achieving minimum routing area over-
head. Most of previous work on partial scan has put
emphasis on selecting as few scan 
ip-
ops as possible
to break all cycles in S-graph. However, the 
ip-
ops
that break more cycles are often the ones that have more
fanins and fanouts. The area adjacent to these nodes
is often congestive in layout. Such selections will cause
layout congestion and increase in number of tracks to
chain the scan 
ip-
ops. We propose a matching-based
algorithm to perform simultaneously the selecting and
chaining of scan 
ip-
op taking layout information into
account. Experimental results show that our approach
outperforms the traditional one in �nal layout area.

1 Introduction

Scan design methodology as design for testability
(DFT) has become of a popular technique for sequential
circuits [1]. It adds test mode control signals to circuit,
connects 
ip-
ops to form a shift register in test mod-
e, and makes primary input/output of test shift register
controllable and observable, thus providing controllabili-
ty and observability of internal state variable for testing.

Three types of scan method have been proposed: full
scan, random access, and partial scan. Among them,
the partial scan which leads to low overhead is the most
popular of scan methodology. In order to maintain both
low complexity of test generation and low overhead, scan

ip-
ops must be selected carefully in partial scan design.
Cheng and Agrawal [2] have proposed a cycle-breaking
technique to select scan 
ip-
ops by which test generation
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complexity of the resultant circuits grows linearly with
the sequential depth and the overhead is about 25% of
full scan. Later, the cycle-breaking algorithm was im-
proved by [3] and [4]. Taking timing into consideration,
Jou and Cheng [5] have proposed a timing-driven partial
scan system which aims at reducing area overhead and
performance degradation caused by added test logic.

Most of previous work [1, 2, 3, 4, 5, 6, 7] on partial
scan has put emphasis on selecting scan 
ip-
ops at logic
level. The objective is to select the minimum number
of 
ip-
ops to break all cycles. However, in an era of
sub-micron technology, routing is becoming a dominan-
t factor in area, timing, and power consumption. The
selecting and chaining of scan 
ip-
ops should take rout-
ing into consideration. However, in many cases, owing
to not considering the routing information, the 
ip-
ops
which are in congested area may be selected by tradi-
tional method. To chain these 
ip-
ops often cause the
increase in routing track.

We use the following example to illustrate such case.
Figure 1(a) shows the S-graph of a given circuit, where a
vertex represents a 
ip-
op of the circuit and an edge ei;j
exists if there is a combinational path from 
ip-
op i to

ip-
op j. Figure 1(b) shows the result of placement and
routing before scan 
ip-
ops are selected. By tradition-
al cycle-breaking approach, selection of 
ip-
ops fB;Gg,
or fB;Fg, or fB;Eg as scan 
ip-
ops will produce the
minimumnumber of 
ip-
op overhead and hence the best
solution. Since the routing channel close to 
ip-
ops B is
congestive, to chain 
ip-
op B and 
ip-
op G (or B and
F , or B and E) needs additional routing track. That is,
the above-mentioned three best solutions will cause extra
routing track overhead. However, if we take into account
the layout information in scan 
ip-
ops selection phase,
the selecting of 
ip-
ops C, D, and G will break all cy-
cles in Figure 1(a) and chaining of them will not cause
additional routing overhead. Moreover, the sequence of
chaining of scan 
ip-
ops should also be taken into ac-
count during the selection of 
ip-
ops because di�eren-
t chaining sequence will cause di�erent routing require-
ment. We take Figure 1 as example again. Given that
the routing channel between the 
ip-
opsD and G is con-
gestive, although the Manhattan distance of 
ip-
op D
and G is minimum among C, D, and G, we should avoid
chaining 
ip-
op D and G so that no additional routing
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track is needed. Therefore, the only feasible chaining se-
quence without increasing routing overhead is D{C{G in
which D and C are connected through channel 1 and C
and G through channel 2.

To achieve minimum routing area, we present a new
approach to the selecting and chaining of scan 
ip-
ops
taking the layout information into account. Our ap-
proach incorporates the selecting step and the chaining
step into one. To estimate the congestivity of routing
channel, initial placement will be performed before scan

ip-
ops are selected. Iteratively, some 
ip-
ops are se-
lected and chained according to the congestivity of the
present layout. And after each selecting and chaining of

ip-
ops the layout information will be updated accord-
ingly.

The remaining of this paper is organized as follows.
In Section 2, we introduce the system 
ow. In Section 3,
we present the selecting-chaining scan 
ip-
op algorithm.
Experimental results are presented in Section 4. Finally,
in Section 5, we draw a concluding remark.
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Figure 1: (a) S-graph of a given circuit, (b) Initial place-
ment and routing before scan 
ip-
ops are selected.

2 Two Design Flows

2.1 Selecting and Chaining of Flip-Flops
without Layout Information

One traditional approach would decide the scan 
ip-

ops before layout synthesis as shown in Figure 2(a).
First, it selects scan 
ip-
ops of a given circuit. Then, it
replaces a selected 
ip-
op by a scan 
ip-
op. Next, it
chains the scan 
ip-
ops. Finally, it performs the place
and route.

In selecting of 
ip-
op phase, since no layout informa-
tion is provided, the objective is usually to select the min-
imum number of 
ip-
ops to break all cycles. In chaining

of 
ip-
op phase, the topology of scan 
ip-
ops can be
used in deciding the order, e.g.,the Depth First Search
(DFS) order of the circuit. As was expected intuitive-
ly and will be demonstrated experimentally in Section
4, such approach proves not to be so e�ective because
layout information is not taken into account.

2.2 Selecting and Chaining of Flip-Flops
with Layout Information

Our system takes into account the layout information
during the selecting and chaining scan 
ip-
ops. Fig-
ure 2(b) depicts the design 
ow, l:select. It performs an
initial placement and routing �rst. After placement and
routing phase, iteratively, it selects some 
ip-
ops as s-
can 
ip-
ops and chain them. Then, after each selecting
and chaining of 
ip-
ops, the layout information will be
updated accordingly. Such procedure will continue till all
cycles in the circuit are broken and all scan 
ip-
ops are
chained. The input to our system is a sequential boolean
network. The output from our system is a circuit with
partial scan. TimberWolf tool [9] will be the placement
and routing tool.
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Figure 2: (a)One traditional partial scan design 
ow,
(b)Layout driven selection and chaining of partial scan
design 
ow.

3 Layout Driven Algorithm of Selecting

and Chaining Scan Flip-Flops

To reduce test generation complexity, the scan 
ip-

ops should be selected to break all cycles. To incur
minimum area overhead, 
ip-
ops should be selected so
that minimum number of 
ip-
ops can be selected and
chaining of them can lead to minimum routing overhead.
To this end, one objective function of selecting scan 
ip-

ops will be to break all cycles with as few scan 
ip-
ops
selected as possible. The other objective function is to
select 
ip-
ops so that the chaining of 
ip-
ops will not



incur extra routing track. With these two objective func-
tions, we propose a two-phase algorithm taking layout
information into consideration. The �rst phase is a cycle-
relation-construction one that is used for selecting as few
scan 
ip-
ops as possible. The second phase is a select-
ing and chaining 
ip-
ops phase that takes into account
layout information by maximum-weighted matching.

3.1 A Matching-Based Selecting and Chain-
ing of Flip-Flops

Selecting minimumnumber of 
ip-
ops to break all cy-
cles in S-graph is the feedback vertex set problem which
is NP-complete [12]. To tackle this NP-complete problem
e�ciently, we will propose a heuristic based on the notion
of selecting a 
ip-
op by which maximum cycles can be
broken. Thus the �rst phase of our algorithm is a cycle-
relation-construction one. For each 
ip-
op, we compute
the cycles which will be broken when the 
ip-
op is se-
lected. These cycles form the cycle list of the 
ip-
op in
this phase. A depth-�rst-search (DFS) traversal is used
in which a stack is utilized to record the traversal se-
quence for each primary input. When a new 
ip-
op is
visited, the 
ip-
op is pushed into stack. When a 
ip-
op
in the stack is visited again, a cycle is found. Flip-
ops
are popped out from the stack when the backtrack is
performed. The cycle information will be recorded for all

ip-
ops in the cycles. By this method, for each 
ip-
op,
we can record all cycles passed by the 
ip-
op.

In our approach, 
ip-
ops are selected and chained in-
crementally in each iteration so that the updated layout
information can be used in guiding the selection in the
next iteration. In each iteration, to ensure that the cy-
cles broken by the selected 
ip-
ops do not overlap (the
selected 
ip-
ops break di�erent sets of cycles), we par-
tition the 
ip-
ops into several Connected Component
(CC). Let CLvi (Cycle List) denote the cycles broken by

ip-
op vi when the 
ip-
op vi is selected as scan 
ip-

op. We de�ne formally Connected Component, CC1,
CC2, � � �, CCm, as a partition of 
ip-
ops to satisfy

vi 2 CCk and vj 2 CCk i� CLvi \ CLvj 6= ;
for k 2 f1, 2, � � �, mg.

where vi and vj are 
ip-
ops in the circuit. The CC
list is constructed as follows. Initially, CC list is empty.
We pick 
ip-
ops one by one from the 
ip-
op list to
check if the 
ip-
op should be included in a Connected
Component. Let the 
ip-
op vi be checked to see if it
be included in Connected Component CCj. If the cycle
list of 
ip-
op vi and that of any 
ip-
op in CCj contain
a common cycle, 
ip-
op vi should be included in CCj.
However, if there is no CC containing a 
ip-
op whose
cycle list contain a common cycle as the checked 
ip-

op, a new CC should be created. The checked 
ip-
op
is included as the �rst 
ip-
op in the newly created CC.

We take the S-graph shown in Figure 1(a) as example.
First, we compute the cycle lists of the 
ip-
ops. The
set of cycles broken by each 
ip-
op are CLvA = f C1,
C2 g, CLvB = f C1, C2, C4 g, CLvC = f C1, C4 g,

CLvD = f C2 g, CLvE = CLF = CLG = f C3 g. To
construct the CC list, we pick up 
ip-
ops one by one
for processing. Initially, CC1 is created to have only one
element vA. We then process vB . Since both two cycles,
C1 and C2, are on the cycle lists of vB and vA, vB is
included into CC1. Similarly, vC and vD are included
to CC1 sequentially. Since the cycle list of vE does not
contain common cycle on the cycle lists of vA, vB , and vC ,
we create a new Connected Component CC2 and include
vE to CC2. Finally, all 
ip-
ops are partitioned into two
Connected Components, CC1 = f vA, vB , vC , vD g, CC2

= f vE , vF , vG g.
After all 
ip-
ops are partitioned into several Connect-

ed Components, we would select a 
ip-
op from a Con-
nected Component and chain the selected 
ip-
ops. In
the case of one Connected Component, we select the 
ip-

op which breaks the maximum number of cycles as the
scan 
ip-
op. Thus, the Connected Component will be
spilt into many Connected Components. To incur min-
imum layout overhead derived from the larger cell area
of a scan 
ip-
op, we would select a minimumnumber of

ip-
ops as scan 
ip-
ops. In that case, we would select
the 
ip-
op in each Connected Component which breaks
maximum number of cycles. However, the selected 
ip-

ops need to be chained. The node which breaks more
cycles is often the one which has more fanins and fanouts.
The area adjacent to node is often congestive. To consid-
er the routing overhead, the 
ip-
op in each Connected
Component which breaks the maximumnumber of cycles
may not be the best choice.
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Figure 3: Matching graph considering the layout infor-
mation.

We take Connected Components, CCA and CCB, in
Figure 3 to illustrate this case. There are two 
ip-
ops,
A1 and A2, in CCA and three 
ip-
ops, B1, B2, and B3,
in CCB. The numbers of cycles broken by 
ip-
ops A1,
A2, B1, B2, and B3 are 8, 3, 3, 2, and 4, respectively.
If we are to select one 
ip-
op from CCA and one from
CCB and chain them, selecting A1 and B3 among the six
combinations can break a maximum number of cycles in
S-graph. However, if the density of the columns passed
by the route connecting 
ip-
op A1 and 
ip-
op B3 is
equal to the channel density, chaining the 
ip-
op A1



and B3 need increase one track. In terms of routing area
incurred this selection is not the best.

Therefore, in selecting and chaining 
ip-
ops from two
Connected Components, we consider both the number of
cycles broken and the congestivity of the route connect-
ing the two 
ip-
ops. We construct a weighted complete
graph, where each vertex represents a Connected Compo-
nent and where weights are de�ned on edges, for each pair
of Connected Component, to re
ect both the number of
cycles broken and the routing congestivity. (The compu-
tation of weight will be discussed in Section 3.2.) For each
pair of Connected Components, there are many selecting
and chaining possibilities. The possibility with the best
gain is selected as the weight on the edge. For example,
Figure 3 is a constructed complete graph of four Con-
nected Component, CCA, CCB, CCC , and CCD. For
CCA and CCB, among the six possible solutions, A1{
B1, A1{B2, A1{B3, A2{B1, A2{B2, and A2{B3, A1{B1

will break maximum number of cycles without incurring
extra routing overhead and its gain is de�ned on the edge
of CCA and CCB.

After the complete graph is constructed, we will select
one 
ip-
op from each Connected Component and chain
them all. If we select one 
ip-
op from one Connected
Component greedily, the resultant solution may not be
satisfactory. For example, since selecting A1 in CCA and
B1 in CCB will break the most 
ip-
ops, A1 and B1 will
be the �rst selection by a greedy method. Together, they
will break 11 cycles. To break di�erent set of cycles, the
next solution will be C2 in CCC and D1 in CCD. Then
the total number of cycles broken will be 14. However,
if A2, B3, C1, and D2 are selected, the number of cycles
broken is 15 in total. Therefore, to break more cycles
from a global point of view, we propose to use a matching
algorithm on the graph to select 
ip-
ops.

Iteratively, the matching algorithm is performed on
the complete graph of Connected Components. For each
pair of component for matching, the two 
ip-
ops cor-
responding to the weight on the edge are selected and
chained. We take the example in Figure 3 again. Sup-
pose CCA is matched to CCC, and CCB is matched to
CCD by the matching algorithm. Then A2 and C1 are s-
elected as scan 
ip-
ops and chained together. Similarly,
B3 and D2 are selected and chained.

After each iteration of matching, the computed graph
of CC must be reconstructed. First, after some 
ip-
ops
are selected as scan 
ip-
ops, many cycles in source S-
graph are broken and these cycles can be deleted from
each 
ip-
op. Hence CC may be broken into many new
CC's and weight recomputed among the newly construct-
ed CC's. Second, after two 
ip-
ops are selected as scan

ip-
ops and chained, only the ending vertices of a chain
sequence can be connected to those of the other chain.
Let a supervertex to represent a chain of vertices. For two
supervertices, there are four possible connections between
them. The maximum gain of all possible connections be-
tween two supervertices will be assigned as the weight on
the edge of these two supervertices. Figure 4 shows an
example of reassigning weight on the edge between two

supervertices. In Figure 4(a), vertices 1; 2; 3 and vertices
4; 5 are combined to form two supervertices, vf1;2;3g and
vf4;5g, respectively. Only the ending vertices v1 and v3 of
supervertex vf1;2;3g can be connected to the ending ver-
tices v4 and v5 of supervertex vf4;5g. Four gains g1; g2; g3
and g4 resultant from the four connections, v1{v4, v1{
v5, v3{v4, v3{v5 are computed. Figure 4(b) shows that
the weight on the edge of the two supervertices is the
maximum value of g1; g2; g3 and g4.
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Figure 4: (a) Possible connections between two super-
vertices (b)Maximum gain assigned as the weight on the
edge of two supervertices.

The overall l:select algorithm is shown in Figure 5 and
Figure 6.

3.2 De�ning Weight on the Edge

The weight on the edge can re
ect the area overhead,
the timing cost, and power consumption when the cir-
cuit operates in the test mode. Since the circuit usually
operates at slow clock rate in test mode, timing issue
is not so critical. But the area caused by the test logic
will a�ect the overhead, and power consumption which is
proportional to the capacitance load. Therefore, we will
consider the minimization of area in this section.

The �rst consideration is the number of cycles broken
by each 
ip-
op. As 
ip-
op vx is selected as scan 
ip-

op, we de�ne W1(vx) as the number of cycles that are
broken.

W1(vx) = the number of cycle broken when vx is

selected as scan flip flop;

The function, W1, will result in the selecting of 
ip-

ops which break maximum number of cycles. As we



Algorithm l.{select(G)

Input:G is a S-graph;

Begin

construct Cycle List by DFS traversal;

construct Connected Component;

while jCCj = 1

select one 
ip-
op which breaks the maximum

cycles as scan 
ip-
op;

re-construct the Connected Component;

endwhile

Construct the complete graph G = (V;E;W ),

Matching(G= (V; E;W ));

End

Figure 5: The l:select algorithm.

Algorithm Matching(G= (V;E;W ))

Input:G is a complete graph with weight on each edge;

Begin

while ( (jV j > 1) then

Perform maximum weighted matching on G;

for each pair of matched vertices i and j do

Select 
ip-
op from verteies i and j;

Chain 
ip-
op i an j;

endfor

Reconstruct the complete graph;

endwhile

End

Figure 6: The matching-based algorithm.

pointed out in Figure 1, the 
ip-
ops which break max-
imum number of cycles are usually in a congested area.
To chain these 
ip-
ops may incur extra routing track.
To consider the routing cost, we should take layout in-
formation into account. Since an initial placement and
routing are performed before scan 
ip-
ops are selected,
layout information can be used in guiding the selecting
of 
ip-
ops.

Figure 7 illustrates this situation. There are two chan-
nels among three rows of cells, where the channel densi-
ties of channel 1, 2 are 5, 4, respectively. To measure the
routing overhead, Manhattan distance between 
ip-
ops
can be used. However, Manhattan distance does re
ect
distance of the route but not congestivity. Suppose that

ip-
ops A, B, and C are to be chained. If the Man-
hattan distance is used, the 
ip-
ops will be chained as
A{B{C. In this case, the channel density of channel 1 has
to be increased to 6 to accommodate the connection of
A and B because the maximum column density between

ip-
ops A and B is equal to the channel density. That
is, an extra track is required for channel 1. However, if

the 
ip-
ops are chained as B{C{A, the Manhattan dis-
tance is larger but no extra routing track is required for
both channel 1 and channel 2 to complete these connec-
tions. Therefore, to save the routing overhead, 
ip-
ops
should be chained on the basis of congestivity of the lay-
out plane. The column density of the initial placement
and routing will be used in estimating the congestivity of
the layout plane.

channel  1

channel  2

A

B

C

Figure 7: Flip-
ops chained using placement and routing
informatio n.

We assume that feedthrough and only one channel will
be used in connecting two 
ip-
ops. Since the 
ip-
ops
may not be located at adjacent rows, more than one chan-
nels can be considered to connect the two cells. For chan-
nel selecting, the following heuristics are used. If two cells
are in the adjacent rows, the channel between these two
cells is considered. If two cells are in the same row, the
up channel and the lower channels are considered. If the
cells are apart from each other by more than one chan-
nel, the channels between the two cells are considered.
Therefore, for each pair of scan 
ip-
ops, vi and vj, and
a channel c under consideration for routing, we de�ne the
following weight as,

W2(vx; vy; c) = W1(vx) +W1(vy) + ��
MINk2Dfchannel densityc � column densitykg

where D are the columns between vx and vy,
column densityk is the column density of column k in
channel c and � is a constant. The �rst two terms are
the number of cycles broken by 
ip-
op vx and vy. The
third term denotes the number of tracks which can be
used without increasing channel density. Finally, the
weight de�ned on the edge for vertices, vx; vy, is the least
congested channel from channels under consideration for
routing. It is de�ned as,

W3(vx; vy) = MAXc2CfW2(vx; vy; c)g

where C are the channels selected using the channel se-
lecting heuristic described above.

Finally, the weight on edge connecting ofCCi andCCj
is the maximumW3(vx, vy), for each pair vx 2 CCi and
vy 2 CCj.

W (CCi; CCj) =MAXx;yfW3(vx; vy)g;
for each vx 2 CCi and vy 2 CCj, i 6= j.



4 Experimental Result

The algorithms described in previous sections have
been implemented as l:select in C and executed on a Sun
workstation. Several experiments have been conducted
to investigate their e�ectiveness. A subset of benchmark
circuits from ISCAS is selected for that purpose. The
circuits whose selected scan 
ip-
op is less than 20 are
excluded in the selection because the interconnection re-
quired to route the 
ip-
ops is too insigni�cant as com-
pared with the area for the whole circuit. We compare
the result of l:select as indicated and that of the tradi-
tional design 
ow. For the latter, the experiment begins
with selecting the scan 
ip-
ops using the method by [4].
The scan 
ip-
ops are then chained using topology infor-
mation of the S-graph. Finally, placement and routing
are performed.

TimberWolf [9] is used as the placement and routing
tool. The output of TimberWolf includes the number of
rows in layout, the length of each row, and the total num-
ber of tracks. We will use the library [10] in which the cell
height is 58 �m, and the routing pitch is 8 �m. There-
fore, the area needed will be estimated by the following
formula

Area = [58� (the no: of rows) + 8�
(the total no: of tracks)]�the length of the longest row:

The �rst table is to compare the number of routing
tracks by using two design 
ows. Table 1 shows the
comparisons. The �rst column is the names of circuits.
Columns label # FF and initial track are the number
of total 
ip-
ops and the number of tracks required with-
out considering the scan design. Columns label # SFF

and track give the number of selected scan 
ip-
ops and
the routing tracks of a scan design, respectively. It is
clear, as the table shows, from all the examples tested
that, l:select selects more scan 
ip-
ops but requires less
number of routing tracks.

Table 1: The comparisons of routing track overhead.

Circuit #FF

initial tradition l.select

track #SFF track #SFF track

s1423 74 106 21 115 29 113

s5378 179 272 30 352 31 296

s9234 228 418 53 501 60 445

s13207 669 529 64 627 70 565

s15850 597 591 95 690 104 601

To understand the total area overhead incurred by two
design 
ows, we compare them in �nal layout area. Ta-
ble 2 shows the comparisons. Column init: area lists the
layout area without partial scan. Column label area and
overhead give the layout area and percentage of over-
head to the initial area (without partial scan), respec-
tively. The table shows clearly that l:select outperforms
traditional design 
ow from the listed examples and that
the larger the design, the less amount overhead will be
incurred by l:select than by the traditional design 
ow.

5 Conclusions

In an era of sub-micron technology, routing is becom-
ing a dominant factor in area, timing, and power con-
sumption. In this paper, we have studied the problem of

Table 2: The comparisons of layout overhead.

Circuit init. area

tradition l.select

area overhead area overhead

s1423 426 462 8.5% 448 5.1%

s5378 1751 2055 17.4% 1857 6.0%

s9234 3443 3926 14.0% 3657 6.2%

s13207 5433 6207 14.3% 5725 5.4%

s15850 6292 7166 13.9% 6596 4.8%

selecting and chaining of scan 
ip-
ops with the objec-
tive of achieving minimum area overhead. A new design

ow taking layout information into account is proposed.
A matching based algorithm is used to select and chain
scan 
ip-
ops in one phase. Experimental results show
that our algorithm is very e�ective in comparison with
the traditional design 
ow in reducing layout area over-
head.
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