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abstract The inaccuracy of logic-level approaches is caused by the

. . following reasons: (1) These approaches assumed each logic
Transistor-level power simulators have been popularly used to . .
toggle count represents a full swing ofsWo Vyq or vice-versa.

estimate the power dissipation of a CMOS circuit. These tools__~ ) ) )
strike a good balance between the conventional transistor-levell NS @ssumption may not be true for glitches (partial voltage
simulators, such as SPICE, and the logic-level power estimator$Wing). (2) The power consumed by charge/discharge at internal

with regard to accuracy and speed. However, it is still too time- N0des of complex CMOS gates is ignored. (3) Short-circuit current
consuming to run these tools for large designs. To simulate onelS ignored. (4) The toggle power consumed by glitches or hazards
million functional vectors for a 50K-gate circuit, these power IS Sensitive to the accuracy of delay models.

simulators may take months to complete. In this paper, we propose Stat-of-the-art  transistor-level power simulators (e.g.,
an approach to generate a compact set of vectors that can mimigowerMill [14]), which will be referred to gwer simulatorgor

the transition behavior of a much larger set of functional vectors,the rest of the paper, are approximately 2 to 3 orders of magnitude
which is given by the designer or extracted from application faster than SPICE. On the other hand, their accuracy is much
programs. This compact set of vectors can then replace thdigher than that of the logic-level power estimators because
functional vectors for power simulation to reduce the simulation glitches and short-circuit current are also considered. These tools
time while still retaining a high degree of accuracy. We presentstrike a good balance between speed and accuracy, and are more
experimental results to show the efficiency and accuracy of thissuitable for estimating the power dissipation of a design when

approach. high accuracy is required.
. For power simulators, a set of simulation vectors which can
1. Introduction characterize the typical behavior of the circuit is required. Such

For a CMOS circuit, power dissipation is caused by three Simulation vectors may be generated from a program which
major types of currents: leakage current, short-circuit current, andanalyzes the circuit's high-level model or be provided by the
dynamic transition current. The leakage current (or static current)designer. Also, in the cases of processors, a good set of vectors
is smaller than the other two types of currents by several orders ofould be derived from a set of target application programs.
magnitude, and thus, is usually ignored. The short-circuit currentUsually this set of simulation vectors is very large, hence the time
occurs whenever a path fromy)/to ground is conducted at a  of running it on a power simulator is still prohibitively high. For
device. In some cases, short-circuit current cannot be ignoredinstance, a rough estimation shows that simulating 1,000,000
However, only the transistor-level simulators with continuous- Vectors for a 50K gate may take up to 3 months to complete [3]. In
time modeling of the device can take this part into considerationth€se cases, a designer cannot afford to run a power simulator
[3,4]. Logic-level power estimators completely ignore the short- using the original set of simulation vectors. One simple solution to

circuit current and focus on the dynamic transition current, which resolve this problem is to select a small subset from the original
is well recognized as the most dominating factor of power Set of vectors for power simulation. However, such vectors do not

dissipation in a CMOS circuit. represent theveragebehavior of the circuit. Power estimation
based on such randomly selected vectors could produce biased

Dynamic transition power is strongly related to the transition it
results.

density of each internal signal [1]. Several methods )
[5,6,7,8,9,10,11,12,13] have been proposed to estimate the [N this paper, we propose a new methodology for power
transition density of each internal signal at the logic level. estimation that combines the advantages of the logic-level

However, these logic-level approaches suffer from the drawbackaPProaches and the power-simulator-based approaches. We first
of inaccuracy. use a logic simulator to simulate the entire set of functional

vectors and derive thteansition profileof the internal signals. We

then generatea new and compact set of vectors that would

*This workwas supported by the National Science Foundation under grant produce an identical or similar transition profile as the original set

MIP-9503651, California MICRO and Fuijitsu Labs of America. of vectors. Then we use such compact set of vectors for transistor-
level power simulation. Since the compact set mimics the original
(and large) set of functional vectors, it can be regarded as a good
representative of théypical operations from the viewpoint of
power dissipation. The generated set of vectors is much smaller
than the original set of functional vectors, and thus, the transistor-
level power simulation time is reduced significantly.
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The rest of this paper is organized as follows. In Section 2, we — . _
describe the logic-level power dissipation model used in our Tmmd9) = T(Voriginak 9) ~ T(Seurrent 9)- U
approach. In Section 3, we formally describe the problem of
generating the compact set of vectors and propose an algorithm t
solve this problem. In Section 4, we present the experimental
results. Section 5 gives the concluding remarks.

The value of a signal’s transition momentum is within [-1, 1].
g a signal has a positive transition momentum, then its desired
transition density is higher than the transition density established
by S.urrent In other words, it is “under-transitioned” so far and the
vectors generated in the following iterations should increase its
2. Logic-level Power Measure transition activity. On the other hand, if a signal has a negative
transition momentum, then it is “over-transitioned”. Fig. 1 shows

Almost all logic-level power analysis approaches use the ' . . " .
g P y PP the profiles of thelesired densitand current transition density for

following formula to model the power dissipation:

Py = waéd O(T; ;) , wherei is the index of an internal
I

T&anSi'tion desired transition-profile
signal,f andVyq are the clock rate and the supply voltage, Bnd ensity P
and C; are the transition density and loading capacitance, | L& || 7T7°W transition
momentum

respectively. It has been reported that glitches could be an
important factor of the total dynamic power dissipation in some
cases. The amount of glitches varies with different delay models.

r-=
No glitch is considered if a zero-delay model is used. To estimate -

the glitches more accurately, a variable delay model should be [=7" b= ‘ . .

used at the cost of longer simulation time. According to a delay current transition profile

model, we first run a logic-level simulator for the given set of T 23 256 78 910 ?r;%r:('

vectors and measure the transition density at each node of the

circuit. For the rest of this paper, we denote the original set of Fig 1: lllustration of the transition momentum during the

simulation vectors given by the user ¥ggina and the new process of generating power simulation vectors.

compact set of simulation vectors to be generat&l as . . . . -
Wi that a del del i lected beforehand and a, set of internal signals. Signhals 1-7 have positive transition
€ assume that a defay model IS selected betorehand an us%ﬂomentums and signals 8-10 have negative transition

|tr;1pI|C|tIty }Ntr;gnever th1e_hlog;]|c-le};fsl stljmulz.atlonf IS W‘er;;'t"’,‘eddfor momentums. To generate high quality vectors, the under-
€ rest of this paper. The transiion .en5|tyo a sigraitaine transitioned (with positivé,,,) signals should toggle in response
by logic simulation on a set of vectdris denoted a3(V, g). For o th ¢ tor to red th Il model Similarly. th
each signal, transition density with respecidgina is referred to 0 the next vector 1o reduce the overall mode’ error. simrarly, the
over-transitioned (with negativé,,y signals should not toggle

as thedesired transition density. .
Definition 1- (T i The t i ith for the next vector. For each signal, the expected value for the next
efinition 1. (Transition measure) The transition measure wi vector is a function of the transition momentum as well as the

respect to a vector sefis defined as follows: stable value at this signal produced by the last vect®y gt In
(V) = z (T(V,i) ;) , wherei is the index of an  the following, we define signal momentum to reflect a signal’s
[ expected value for the next vector during the vector generation
internal signal,T(V, i) is the transition density established Wy process.
andG; is the loading capacitance, respectively. Definition 4: (Signal Momentum) For a signalg, the signal
Definition 2: (Model error) For a vector se§, the model error momentum denoted &,(0), is @ number within [-1, 1]. It is
associated with this set is defined as the difference between theomputed by the following rules:

transition measure &andVyyiginay 1-€-, (1) If the stable value at signgproduced by the last vector is ‘0",
AD(S) = (P(S) - q)(voriginal))- O thenSymi(9) = Trmd9)-
. (2) If the stable value at signgproduced by the last vector is ‘1’,
3. The Algorithm thenSym@) = - Trmd@). O
3.1 Problem formulation Intuitively, the signal momentum describes the expected value

for a signal. If it is positive (negative), then the signal expects a ‘1’
(‘0) for the next vector. Once we have characterized the expected
value for each signal, generating the next vector can be regarded

. L . as a search process for a vector that can produce the expected
the model error A®(S) is minimized. Our vector generation P b P

. - . . . value for as many signals as possible. Since usually it is
algorithm generates one vector at a time. During the iterative

denote th lated set of vect ted ]jmpossible to find a vector that produces expected values for all
process, we denote the accumulated set of vectors generated so ﬁbnals, priorities should be assigned. Signals with larger loading
asS.yrrent In the following, we first introduce some notations and

r ’ ) capacitance would have more influence on transition measure,
then discuss an algorithm to solve this problem. therefore they should be assigned a higher priority. Also one of
Definition 3: (Transition momentum) For a signalg, the our goals is to match each internal signal’s transition density, a
transition momentum, denoted &%,n(9), is the difference  signal with a larger absolute value of signal moment&m,)
between thedesired transition densitgnd the transition density  should be given a higher priority in our algorithm. Therefore, to
with respect t&repy i-€-, consider both effects, we use the product of a signal’s momentum

Our goal is to generate a compact set of vecktisat can
match Vyriginal @ccording to the above definition of logic-level

transition measure, i.e., to find a small set of vecsssach that



and loading capacitance, i\eightg) = (Spym{9)* Cg) to reflect Fig. 2 shows an example of this back-propagation process. It

its priority during the search process of the next vector. starts from the primary output signawhose weight is assumed
. . to be 0.8 (computed by taking the product of the signal
3.2 Backward weight propagation momentum and its loading capacity). Since this corresponds to an

Given a desired transition profile, we first compute the expected value of ‘1’, which is a controlling value for an OR gate,
transition momentum and the signal momentum to decide thethe weight 0.8 is divided evenly and we assign 0.4 to its fdnins
weight for each signal. After that, we use a technique, calledandg. Similar operations are executed for sigriats e.In Fig. 2,
backward weight propagation, to combine the weight of every the notationw + w = w” associated with each signal means that
signal to the primary inputs. Finally, we observe the combined the individual weight derived before back-propagatiomvighe
weights at the primary inputs to decide an input pattern that canyeight that propagated from its fanout-conavis and the final
produce expected values at maximum number of signals.gccumulated weight is”. Signal eis an arbitration point because
Therefore, in a single traversal of the circuit from the primary jts two fanout branches have different expected values (- 0.1 from
outputs towards the primary inputs, a new vector that attempts tqhe pranch td and 0.15 from the branch t). In this case, the
achieve maximum reduction in the model error established by thefanout branch frone to g dominates, and thus, the expected value
current set of vectors is generated. of signal f is sacrificed. Note that signal tries to assert an

Consider a target signal that is visited during this back- expected value ‘1’ by propagating a split weight 0.4 to both fanins
propagation process. We add up the original weight of this signalf and g, and indeed this goal is satisfied by the fanin sigpal
with the weights propagated from each of its fanout signal(s). TheTherefore, the only signal that is not satisfied in this example is
resulting weight, referred to accumulated weightreflects the  signalf. After all signals’ weights are combined and propagated to
combinedexpectations at this signal and its fanout-cone. We the primary inputs, an input vector is decided by the rule of
further propagate this accumulated weight backward across theranslating a weight to an expected value. For the example in
current gate/signal based on a rule derived from the following Fig. 2, the vector generated &bed = (0111).
observations: Suppose the target node is an AND gate, and the |14 complete algorithm of power vector generation is

accumulated weight is positive (expecting a ‘1" for the next g,mmarized as follows. Given a large set of original simulation
vector). Because value ‘1" is the non-controlling value for an yeciors, we first derive its transition profile by a logic simulator
AND gate, all its fanins should be ‘1’ to meet the expectation. \ging an appropriate delay model. Then we assign one starting
Therefore, we assign this accumulated weight to each of its faninsye o and then iteratively generate the power vectors one at a
On the other hand, if the accumulated weight at this signal iSyje ysing the back propagation technique we just described. This
negative (expecting a ‘0" for the next vector), then a ‘0" at any of 54 qrithm continues until one of the following 2 stopping criteria
its fanins will suffice to satisfy this condition because ‘0" is the g gatisfied: (1) The model error is smaller than a user-specified
controlling value for an AND gate. In this case, #@lit the  hreshold. (2) A limit on the number of generated vectors is

accumulated weight evenly among its fanins. Similar rules can be,q,ched

derived for the other types of gates. We summarize the back-
propagation rules as follows: (1) For a buffer: simply assign 4. Experimental Results
weightto its fanin. (2) For an inverter: simply assignaeigh) to

its fanin. (3) For an AND (OR) gate: if the expected value is the L ! .
non-controlling value, then copy the accumulated weight to eachOf ISCAS89 benchmark circuits. We assume a fixed probability at

fanin of the target signal. On the contrary, if the expected value jseach primary input to generate 1000 original vectors (the reason

the controlling value, then divide the accumulated weight evenly for generating only 1000 vectors &gigina) Will be discussed
among the target signal’s fanins. The above discussion assume@ter). We regard this set of vectors as the original set of functional
that the network has been decomposed into simple primitive gatesVectors. The desired transition profile of internal signals are
Once the accumulated weight reaches the primary inputs, wef€rived by logic simulation. Then we run our program to generate
simply convert the weights into binary values by taking their & compact set of vectors. _As me_ntloned earlier, for sequential
signs. Since the generated vectors are for power simulation, we!lcuits, we assume each ﬂ'p'f|°p_'5 _f“”y controllable, and thus,
assume all flip-flops are controllable. That is, all outputs of flip- We can explore the freedom of assigning values to the present state

flops are regarded as primary inputs for the cases of sequentidin®S in our algorithm. We use a zero-delay model in the current
experiment.

We implemented the proposed algorithm and tested it on a set

circuits.
The results are shown in Table 1. It can be seen that the model
errors can be reduced to below 2 or 3% with only 200 vectors for
a 291 054+04=-01 all the benchmark circuits. Note that power vector generation
@7 times listed in the last column (seconds on a Sun-Sparc5) are
0.0 small as compared to the times of running PowerMill as shown in
b — 04 08 Table 2. Table 1 also shows the average of the absolute transition
€ J02+{-01+(015)=025 04 — 0 density error between the original set and the generated vectors,
€ 0.2 which is computed by;( | T(S i)-T(Voriginay, 1) | ) /N, wheren is
WD; the total number of signals. It is only slightly higher than the
SRT: 0.7+04=-03 model error.
To run PowerMill, we translate each primitive gate to its

' _ _ ' transistor level counterpart using standard device parameters. For
Fig. 2: An example to illustrate the backward weight propagation. example, an AND gate is converted to a NOR gate with inverting



input signals. The width and length dimensions of p-channel andapproaches. Our approach generates a compact set of vectors that
n-channel transistors used are (1000, 100) and (500, Q) reflects a similar transition profile as the one produced by the
respectively. given set of simulation vectors. We developed an iterative
We run PowerMill on these 200 vectors for each circuit. For algorithm to generate this compact set of vectors. In each iteration,
comparison, we also run PowerMill on the original vectors. Note we compute the expected value of each signal based on a guidance
that in this experiment we only generate 1000 vectors as thecglled transiton momentum. Then we perform the backward

reference vector set. We have also generated a much larger set Weight propagation to generate a high quality vector. Our

vectors and found that our program produces very similar resultsexperimema| results show that this is a promising approach for

tp those presentgd in Table 1. However, due tp the long s'mUIatlorhsing transistor-level power simulators for large designs to obtain
time of PowerMill, we could not afford to simulate such long o . .

: > accurate power estimation within reasonable time budget.
vector set for comparison. Table 2 shows the results of running
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