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Abstract — This paper presents an efficient method for the
timing verification of concurrent systems, modeled as labeled
Timed Petri nets. The verification problems we consider re-
quire usto analyzethe system’s reachabl e behaviorsunder the
specified time delays. Our geometric timing analysis algo-
rithm improves over existing ones by enumerating the state
spaceonly partially. Thealgorithmrelies on a concept called
pre-mature firing and a new, extended notion of clocks with
a negative age. We have tested the fully automated proce-
dure on a number of examples. Experimental results obtained
on highly concurrent Petri nets with more than 6000 nodes
and 102'9 reachabl e states show that the proposed method can
drastically reduce computational cost.

| Introduction

Efficient timing verification algorithmsare essential in thede-
vel opment of correctly working concurrent systems. Our work
is mainly motivated by the need to verify asynchronous cir-
cuitswhere correctness of a design may depend on both func-
tional and timing aspects. For example, some design methods,
such as those for timed circuits [9], directly use timing infor-
mation for optimization. Other design methods rely on delay
information for the removal of hazards [8] or to ensure afun-
damental mode of operation[14]. Timing verification canbea
computationally expensive task due to exponential factorsin-
troduced by state enumeration and timing considerations.
The verification problems that we consider require timed
reachability analysis. An approach to this is geometric tim-
ing analysis (GTA). GTA algorithms have been studied by
Berthomieu[2], Dill [5], Alur [1], among others. These meth-
ods can be rdlatively efficient in practice, but for highly con-
current systems, they can still be prohibitively expensive due
to state expl osion exponential in the concurrency parameter.
The GTA approach of Rokicki [10] improves on the basic
procedure, but it suffersstill from significant complexity prob-
lems, sinceit aso traverses the complete state space. Related
work by Hulgaard and Burns[7] isvery efficient, but does not
address verification problems that require reachability analy-
sis and thus can not be directly compared with GTA methods.
To addressthe complexity problemsin GTA, we proposean
efficient state space traversa dgorithmfor thetiming analysis
of concurrent systems, model ed using alabel ed timed Petri net
(TPN). The TPN model used may combinedifferent combina-
tionsof choice and concurrency, within a class of n-safe nets.
Our method offers akey improvement compared to existing
GTA work by takinginto account and expl oitingindependence
information such that it sufficesto traverse the state space only
partialy. It relies on the pre-mature firing concept, using a
modified geometric representation, which incorporates an ex-
tended notion of clockswith anegative age. The canonization
of the geometric regions required during each step of the enu-

meration is aso extended to account for these two concepts.
Since our GTA algorithm relies on partial enumeration of the
state space, it requires path selection. Hence, we have devel -
oped severa path selection heuristics.

Dueto space limitation this paper focuses only on the anal -
ysisaspects. However we would liketo stress that our formal-
ism alsoincludes notionsof specification, circuit composition,
and refinement pre-orders, required for timed circuit verifica-
tion.

Experiments using our fully automated method show that
for problems involving a high degree of concurrency, our
approach indeed offers significant improvement over exist-
ing methods. Petri nets with more than 6000 nodes and
10219 reachable states have been analyzed using the proposed
method.

Section I givesthe formal terminology. Section 111 exam-
ines GTA and its complexity problems in detail. Section IV
presents our analysis method, while section V presents exper-
imental results.

[l Model

We model a concurrent system as a Petri net extended with
timing information; atimed Petri net (TPN) X is a tuple
(P, T, B, F, 7). Here, P isafiniteset of places, 7" isafinite
set of transitions, B C P x 1" isthe consumption flow re-
lation,and /' C T x P isthe production flow relation. Tim-
inginformationisspecified by astatictiminginterval mapping
T:P— Q" x(Q*U{cx}),wherer(p) = [6,, A,], such that
op <A, < oo,

Note that the timing information is represented as interval
time delays specified on the places of the net, rather than on
transitions, as for example in Berthomieu'swork [2]. Presets
ot and ep and postsetste and pe are defined as usual.

We denote the TPN's marking or untimed state by ., be-
ingamapping P — N, where y; isashorthand for p(p; ). pft)
denotes the untimed enabling of transitiont. The untimed fir-
ing ruleisdefined asin ordinary Petri nets.

Besides a marking, a TPN state has aso a timing compo-
nent. A stater foraTPN X isatuple(y, ), with o amarking
and~y amappingy : P x N — Q*,whichisdefined for (p;, s)
for0 < s < p;.

Mapping v associates alocal timewith each token, set to 0
when the token is produced. In the sequel, we use the short-
hand v;_ to denotey(p;, s) and cal it aclock variable or sim-
ply aclock. Furthermorewewill omit the second subscript for
clocks~;, (y; denotes~;, ).

A (timed) Petri net is n-safe iff for all reachable markings
i ¥p; € Py < n. Al-sofenetisasojust cdled safe. A
transition ¢ is enabled in timed state v = {u, v}, denoted by
vty iff ult) andVp; € ot : §; <5, and Ip; € of 1 v; < A,

Whilefirst designed only to operate on 1-safe nets, our ver-
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ifier now operates on an extended model called SFTPN (tran-
sition Single-enabledness FIFO TPN), which is an n-safe
TPN withaFIFO firing rule and transitionsthat are not multi-
ply enabled.

The SFTPN model we propose is comparable to, but more
genera thantheorbital net model used in Rokicki’swork [10],
in the sense that it does not have the significant restriction of
allowing only asingle (behavioral) input place for atransition.
Furthermore, our model containsaclass of n-safe nets, instead
of just 1-safe. This allows to analyze a wider class of prob-
lems. In the above discussion, we have not dealt with verifi-
cation of timing properties. However, in our model we provide
means for checking and measuring these.

I1l1  Geometric Timing Analysis
A GTA: principleand complexity problems

During GTA, we deal with sets of states v/, which can be rep-
resented in various ways. The basic representation entity is
a geometric region, representing for a marking p with corre-
sponding set of clocks, a system of inequalities of the follow-
ing form:;

V(pi,s),s < st <y, < B
Y(pi,s), (P, v) € piys < iy v < 5 iy < i, =75, < Pij

The first set of inequalities describes restrictions on single
clocks v;, while the second set describes mutud restrictions
between pairs of clocks (v;,,v;,). The inequalities describe

aclass of convex regionsin Q! in terms of clock variables
~;. For such geometric regions, ca culations can be done by
efficient graph algorithms. The contiguity of the static timing
intervalsinthemodd oftenyieldsanatura and efficient repre-
sentation in terms of these regions during analysis. However,
as this section will show, analysis can still be prohibitively
complex, depending on the problem.

The basic GTA method is described in the approaches of
[2, 10], which, given a particular timed Petri net moddl, per-
forms a reachability analysis, continuing along paths until a
stop criterion is met. The core of the algorithmis formed by
the following operations:

o advancement of time as much as possible;
o determination of all fireable transitions;

Figurel showsaTPN toillustratethese problems. Inthede-
picted TPN, concurrent transitionst; and ¢, are (untimed) en-
abled. Their independent firings produce a final marking 34
of onetokeninbothp; and p,. Standard analysisevaluatesall
possiblefiring interleavings, in this case two, as¢; could fire
beforet, or vice-versa

Before arriving at 13*, each interleaving passes a different
intermediate marking. Besides of this, in 34, each interleav-
ing has a different set of timing values, so they end up in two
different regions, as shown by figure 2. It isclear from this,
that in acomplex system, we are very likely to see a state ex-
plosion effect because of the above problems.
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Figure 2; Firing interleavings pre-mature

B Improvement by Process Enumeration

To reduce the complexity problemsof the basic GTA, Rokicki
[10] proposesa partia order method using the concept of pro-
cess enumeration. Its prime achievement is the reduction of
the effects of the extra complexity caused by timing informa-
tion, as compared to untimed analysis. As [9] shows, for a
number of analysis examples, the number of different timing
regions associated with a particular untimed state is on aver-
agevery closeto one, whichisadrastic improvement over the
standard method. However, if a parameterizable system has a
number of reachable untimed states that is growing exponen-
tialy in function of itsparameter n, theanaysiswill still show
state explosion. The cause of the problem isthe analysis pro-
cedure still visiting every reachable untimed state in the sys-
tem. To alleviate these problems, we propose our method, as
discussed in the remainder of the paper.

IV Partial Geometric Timing Analysis

In order totacklethe problemsdiscussed insection |11, we pro-
pose a partial enumeration approach related to stubborn sets
[11], partial orders[6] and anticipation[4]. By traversing the

o firing of thetransitions, leading to new timed regions. state space partially, we aim at avoiding a combinational ex-

The above basic GTA procedure gets prohibitively expen-
sive for two reasons. First, there can be a blow-up in number
of traversed markings, likeinordinary PNs. Additional tothis,
since representation of timing information introduces an extra
level of complexity, ablow-up in the number of regions asso-
ciated with individua markings can occur.
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Figure 1: TPN with two parallel execution paths

plosion for highly concurrent systems.

Figure 3 shows a simple, yet extreme case of a concurrent
system, with n independent transitionswith mutually overlap-
ping firing intervals. The untimed state graph is a hypercube
of dimension n, asfigure 4 showsfor n = 3.
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Standard GTA traverses n! paths through the system, with
n.n! edgesand n.n! + 1 visited regions. The method of [10]
traverses 2" edges and visits 2" regions, still showing expo-
nential complexity. Our approach, aimed at highly concurrent
systems, however, reduces the number of traversed paths for
thisexample to asingle one, thusonly traversing n edges and
reaching n + 1 regions. Since for many complex problems,
concurrency is an essential feature, our method will in many
such cases show significantly better performance.

For timing analysis, we take into account implicitly the ef-
fects of firing path interleavings that were not selected, using
only the traversal of a single selected interleaving. Figure 5
shows procedure “ra_dfs’, which implements this depth-first
GTA dgorithm. Since we have to cdculate the fina timing
region for a set of interleavings out of one interleaving, we
have devised a specid firing computation, different from the
one used in standard geometric timing analysis. Therefore,
weintroducethenotion of pre-maturefiring (section A) which
enables us to perform these computations. Besides this, our
pruning method is heuristic in nature and therefore requires a
transition selection strategy, discussed in section B.

radfs(x) fire_premature(Re, ¢ )

SZ?; ) // v’ denotes quantity in
={vol}; created region R’

while(Q # 0){ f/o/reachp, € u ’ ‘

R = gethead(Q);

advance time( Ft); Y = max;cet(max(ipy, 8;) + ¢ij);

foreachpk Etred

if(ReR) .
continue; q>k =& Tmin b fmin’
R = R U {R}; $r = Pimar ~ Dimaw
det_untimed_enabled_trans(R); foreaChP epu' —trof
det_timed_enabled_trans(R); ‘1>kj = -y

C = select_transset(R);

W = Yij — Azmaz;
foreacht; € C { kI !

foreachp; € ot { foreachp,,pj €ise
Re; = strip-convex(R, pi); =0;/]= ‘Pp
if (I:Lec;;é_m){ foreachp,,p] cu' - tfo
fire_premature(Re;, ty); q>zg = i /1= _Wll
addhead(Q, Rpew); return R'c;
1)

Figure 5: Reachability analysis and pre-maturefiring

A Pre-mature firing calculation

When atransitionfiring produces atoken in place p;, clock ;
(assuming 1-safe net for smplicity) isinitializedto 0. A new
conceptua idea that we propose here isto allow a clock also
to have a negative age, with v; < 0 in fact meaning that it
will take |v; | time before thetoken isproduced. Theideahere
isthat of a coordinate transformation, removing clocks ; for
pi € ot and adding clocks ; for p; € te. Thisfiringiscalled
pre-mature firing, which is donefor an enabled transition that
Is sure to be fired because of independence of any other tran-
sitions.

The pre-mature firing procedure fires atransitiont¢ also for
timed statesin aregionfor which ¢ isnot enabled yet, beforeit
could have fired and takes account of thisimplicitly by record-
ing anegative value in the clock of the produced token. Thus,
we take account of the variousinterleavingsof independently
evolving parallel computationsin arather natural way.

Consider figure 1 with marking p112 = {p1, p2}, withy, =
v» = 0. Pre-mature firing of t1 wouldyield pz> = {ps, p2}
with -7 < 73 < —3 Ay, = 0. Consecutively executing
apre-mature firing of ¢, yields usqs = {p3,p4}, with -7 <
73< 3/\ 6<’y4< 5/\— <’y3—4<3 F|gure2
showstheresult of the calculation, after advancing timeto the
positive quadrant (assuming tokens stay in p3 and p4), being

the union of the regions after normal firing.

The set of inequalities contains the information about the
extreme relative difference in the production times of the to-
kensin ps and ps. The information kept thus, is sufficient
for our verification purposes. It would otherwise have been
scattered over the two regions resulting from firing each in-
terleaving, section I1l. Thus, by performing the pre-mature
firing procedure, we have brought down the number of eval-
uated paths to just one. Procedure “ra_dfs’ (figure 5) calls

“fire_premature’ which implements the caculation of a new
region, following the pre-mature firing of transitiont; in Rc.
Because of the nonlinear character of maximum firing time
enabling semantics, sometimes region splitting occurs, but
we will not go into detail about it in this paper. Procedure
“strip_convex” implements this by selecting part of aregion
for which p; contains the limiting maximum timing bound. In
“fire_premature’, index i,,;, referstoaclock v; .. € ety,
which is limiting as far as the minimum firing time of ¢; Is
concerned, whilei,, ., referstoy;, ... € ot limitingthe max-
imum firing time.

B State space pruning selection heuristic

Our partia state space traversa exploits the fact that partic-
ular concurrent fireable transitions are independent. During
traversal, in a region only a subset of the enabled transitions
is (pre-maturely) fired, while firing other ones is postponed.
So we need two things. calculation of independence (in gen-
eral dynamic) and a selection criterion. As calculating exact
independence can be prohibitively expensive, we use approx-
imations. A computationally cheap solutionisto use asimple
structural notion of independence in Petri nets (extended free
choice) as well as unique choice [7]. Our anadyzer also in-
cludesan approximationthat takesinto account timing dynam-
icaly. Thisis both more powerful and more costly. For the
highly concurrent problems we have experimented with, the
simple structural approximation combined with a greedy se-
lection criterion used in procedure “ sel ect_trans_set” appeared
to work rather well.

C Generation of complete state graph

For the verification of more global functional properties com-
pared to the checks currently done and for synthesis applica
tions, one might need the complete region graph under tim-
ing restrictions, after state minimization. Calculating it di-
rectly using full GTA is not possible because of complexity
problems. We proposeto follow a conceptually two-stage ap-
proach: first, perform pruned GTA to obtain aPetri net unfold-
Ing with timing information. Timing ordering between transi-
tionsis then encoded in the unfolding structure by additional
ordering edges, i.e. timing ordering is now represented with-
out timinginformation. Second, useefficientimplicitBDD [3]
traversal techniques to generate an implicit representation of
the compl ete state graph.

V Experiments

To assess the viahility of our geometric timing analysis ap-
proach, we have carried out anumber of experiments' that suf-
fer from state explosion when existing methods are used. We
compare to Rokicki’sapproach [10], which in generd signifi-
cantly outperforms the basic GTA algorithm?. Table 1 shows
some of the results obtained. Examples “mmu”, “master-
read”, “vme-write’ and “mux-1" are highly concurrent STGs.
The other examples are parameterised examples constructed

limplementationin“C”, 64 MB HP 9000/715
2We implemented hismethod in “C” to be morefavorabletoit (orig. “ Scheme”)



Examples [P] [T] [B| Untimed Process[10] Partid

+|F| states enumeration enumeration
regions | CPU[g] || regions | CPU[g]
mmu 20 16 40 174 47 0.10 17 0.04
master-read 36 26 72 8932 8097 | 207.51 89 0.19
master-read? 38 26 76 1882 2440 51.91 62 0.13
vme-write 38 26 76 236 183 0.72 26 0.04
mux-1 43 35 93 9392 4512 51.12 107 0.14
3PAR 39 28 78 748 321 1.15 36 0.05
5 PAR 65 44 130 || 1.87 x 10* 2407 24.16 52 0.08
7 PAR 91 60 | 182 || 4.69 x 10° 12654 | 313.66 68 0.12
10 PAR 130 84 260 || 5.86 x 107 out of time 92 0.20
100 PAR || 1300 804 | 2600 || 4.73 x 107 out of time 812 14.69
300 PAR || 3900 | 2404 | 7800 || 2.95 x 101" out of time 2412 | 261.56
1RDZ 24 14 48 128 137 0.78 20 0.05
8 RDZ 56 30 112 || 3.28 x 10* out of time 51 0.23
16 RDZ 120 62 240 || 2.15 x 10° out of time 126 2.32
32 RDZ 248 126 496 || 9.22 x 108 out of time 319 22.86
64 RDZ 504 254 | 1008 || 1.70 x 10°® out of time 759 | 228.26
4 SEQ 42 28 RE 6156 140 0.46 31 0.06
8 SEQ 98 60 | 196 || 4.61 x 107 697 6.05 63 0.15
16 SEQ 210 124 420 [ 2.15 x 10" 6516 | 731.72 127 0.49
32 SEQ 434 252 868 || 4.18 x 103° out of time 255 1.94
64 SEQ 882 508 | 1764 || 1.48 x 10°! out of time 511 9.81
128 SEQ || 1778 | 1020 | 3556 || 1.78 x 1022 out of time 1023 60.58
256 SEQ || 3570 | 2044 | 7140 || 2.51 x 10*** out of time 2047 | 404.08

Table 1. Experimenta results

|P|,$T| and | B| + |F'|: TPN size parameters. “ Untimed states’ : #statesin untimed analysis. Then results obtained using
method of [ 10] and the results obtained using our approach. Parametrized examples. sizeindicatesnr. of e ementsfor “ PAR”
system and nr. of 4-phase handshake input portsfor “ RDZ” and“ SEQ” systems.

using basic elements from the synthesis approach of [12]. For
instance, “RDZ" isabalanced tree of rendezvous C-elements,
while the other examples are composed of other handshake
blocks. Thefiguresshow that the method we propose success-
fully analyzes systems of significant size, while the analysis
method from [10] could only analyze moderate problem in-
stances.

VI Conclusion

The basic geometric timinganalysis(GTA) method may suffer
from combinational explosion both in the number of untimed
states and in the timing information. The improved approach
of [10] till suffers from state explosion for systems involv-
ing a high degree of concurrency. To tackle these problems,
we have presented an approach that exploits the concurrency
availablein asystemto arrive at amore efficient analysis.

Our partia enumeration GTA approach works with arele-
vant n-safe class of timed Petri nets. It relies on an extended
geometric representation that is used by a*“pre-mature firing”
algorithm. The method al so uses path sel ection heuristics. Ex-
periments show the viability of the approach: it is highly ef-
ficient for a class of high concurrency problems, which are
impossible to analyze with previous methods. The verifier is
currently incorporated in the Assassin asynchronous interface
compiler [13].
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