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ABSTRACT

This paper presents an algorithm for the estima-
tion of power in static CMOS digital circuits using a
stochastic approach. The salient feature of this ap-
proach is that it can be used to estimate the power of
reasonably large digital circuits in a very short time,
due to its hierarchical nature. Here, the given circuit
is �rst partitioned into smaller sub-circuits. Then,
the sub-circuits are modeled using state transition
diagrams (stds), and the steady-state probabilities
associated with the various states are computed by
treating them as irreducible Markov chains. Finally,
the energy associated with each sub-circuit is com-
puted, and the total energy of the circuit is ob-
tained by summing up the energies of its constituent
sub-circuits. In the proposed hierarchical approach,
the energies associated with various edges in a sub-
circuit are calculated only once using SPICE and
these values are used several times; this results in
large savings in computation time. Another advan-
tage of the proposed approach is that we can accom-
modate switching activities at the transistor level
and not necessarily at gate or higher levels. Exper-
imental results show that the estimated power is in
close agreement with the actual power obtained from
exhaustive SPICE simulations, but the computation
time required by the proposed approach is orders of
magnitude less than that of SPICE.

1 Introduction

The rapid advancement in semiconductor technology in the
last decade has made possible the integration of a large num-
ber of digital CMOS circuits on a single chip. Moreover, the
desirability of portable operations of these circuits has ne-
cessitated the development of low power technology. This is
because power consumption of digital circuits has a direct
bearing on the life-time of the batteries. For example, if
the power consumption of a digital circuit is reduced by a
factor of two, the same number of batteries can be used for
twice the number of hours. Even in the case of non-portable
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systems, reduction in power consumption can greatly cut
cooling costs.
In a typical CMOS digital circuit with negligible leakage

current, power is dissipated only when there is a transition
from zero to one (or one to zero) at the nodes constituting
the circuit. The average number of transitions occurring at
any given node in a circuit determines the switching activ-
ity of that node. In fact, it has been shown in [5] that the
switching activity is a measure of the stress that can cause
failures in digital circuits. Therefore, a major focus of low
power design has been to reduce the switching activity of
nodes in a given digital circuit. The problem of determining
when and how often transitions occur at a node in a general
digital circuit is di�cult because it is highly input depen-
dent. As a result, researchers have resorted to stochastic
approaches, where the probability of transition of all nodes
in the circuit is estimated [3]-[4], [6]-[11], [13]-[15], [17].
This paper presents a hierarchical approach for power es-

timation of digital circuits at the transistor-level. This is
achieved by decomposing the digital circuit into sub-circuits,
with each sub-circuit performing a particular operation. For
example, a typical Booth [2] multiplier is decomposed into
three types of sub-circuits; full-adders, encoders, and multi-
plexors. Each sub-circuit is then modeled with the help of
a std, facilitated through the development of state-update
equations for each node in the sub-circuit. Then, the en-
ergy associated with each edge in the std is computed using
SPICE, and the total energy of a given sub-circuit is com-
puted by summing the energies of all the edges in its std.
This procedure is repeated for all the sub-circuits, and the
�nal energy of the digital circuit is computed by summing
the energies of the constituent sub-circuits. An estimate of
the average power is then obtained by �nding the ratio of the
total energy to the total time over which it was consumed.
The proposed approach greatly reduces the number of states
in the std, thereby reducing the computation time by orders
of magnitude.
The organization of this paper is as follows. Section 2 is

concerned with the basic de�nitions and terminologies used
throughout the paper. An algorithm for the proposed hierar-
chical approach to power estimation is presented in Section
3. A CAD tool called HEAT has been developed based on
the proposed hierarchical approach and tested on various
digital circuits. The results thus obtained are presented in
Section 4. Finally, the main conclusions of the paper and
future work are summarized in Section 5.

2 Theoretical Background

Let a signal x̂(t), t 2 (�1;+1), be a stochastic process
[12] which makes transitions between logic zero and logic one
at random times. A logic signal x(t) can then be thought
of as a sample of the stochastic process x̂(t), i.e., x(t) is



one of an in�nite number of possible signals that make up
the family x̂(t). In this paper, it is also assumed that the
input processes are strict-sense stationary [12] implying that
its statistical properties are invariant to a shift in the time
origin.
In this section we rede�ne some discrete-time probabilistic

measures, which will be used throughout the paper. The
digital CMOS circuits under consideration are assumed to
be operating in a synchronous environment, i.e., they are
being controlled by a global clock. Let Tclk denote the clock
period, and Tgd denote the smallest gate delay in the circuit.
To capture the glitches in the circuit, the clock period is
assumed to be divided into S time-slots [8], where

S �
Tclk

Tgd
: (1)

Then, the probability of a signal xi being one is de�ned as

p
1
xi

= lim
N!1

N�SX
n=1

xi(n)

N � S
(2)

where, N represents the total number of clock cycles, and
xi(n) is the value of the input signal xi between the time-
slots n and n + 1. Consequently, the probability that the
signal xi is zero is

p
0
xi

= 1 � p
1
xi
: (3)

Let us assume that the signal xi makes a transition from
zero to one in successive time-slots. Then, the probability
associated with this transition is de�ned as

p0!1
xi

= lim
N!1

N�SX
n=1

xi(n)xi(n+ 1)

N � S
: (4)

The other transition probabilities can be obtained in a sim-
ilar manner. It is easy to verify that

p
0!1
xi

+ p
1!0
xi

+ p
1!1
xi

+ p
0!0
xi

= 1; (5)

and

p
0!0
xi

+ p
1!0
xi

= p
0
xi

(6)

p
0!1
xi

+ p
1!1
xi

= p
1
xi
: (7)

The conditional probabilities can be easily derived from
the transition probabilities [10], where for example

p
1=0
xi

=
p0!1
xi

p0!1
xi + p0!0

xi

(8)

represents the probability that xi(n + 1) = 1 given that
xi(n) = 0.
The signal characteristics can be completely determined

once the conditional or transition probabilities are known.

3 Hierarchical approach to power es-

timation

This section presents a hierarchical approach for power es-
timation of digital circuits. The salient feature of this ap-
proach is that it can be used to estimate the power of large
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Figure 1: 8�8-b Baugh-Wooley multiplier

digital circuits including multipliers, dividers etc. in a short
time. Consider the example of a 8�8-b Baugh-Wooley (BW)
[1] multiplier array shown in Fig. 1. The array is treated as
an interconnection of sub-circuits (full-adders) arranged in
rows and columns. The energy of the entire circuit is then
computed by summing the energies of the individual sub-
circuits. The steps in the proposed approach are summa-
rized in the following algorithm.

Algorithm

INPUT: # of rows, cols in the circuit, type of sub-circuits,
parameters, i.e., signal, conditional probabilities of all input
signals
OUTPUT: Estimated average power
est power () f
total energy = 0;
for r = 1 to rows

for c = 1 to cols
1. model the sub circuit(r,c) by using a std;
2. compute steady-state probabilities from the input
signal parameters of sub circuit(r,c), by
treating the std as an irreducible Markov chain;
3. compute energy(r,c) associated with the edges of
the std using SPICE; /* this step has to be
executed only once */
total energy = total energy + energy(r,c);
4. compute the output signal parameters of
sub circuit(r,c);

end;
end;

average power =
total energy

time over which the energy was spent
g

2

The remainder of this section is concerned with the im-
plementation of each step in the above algorithm.

3.1 State-transition diagram modeling

Here, a systematic approach is presented to model digital
circuits using state transition diagrams. The modeling is
done by deriving analytic expressions for the state-update



of all nodes in the corresponding digital circuits.
A) Static CMOS NOR gate
Consider a typical static CMOS NOR gate shown in Fig. 2,
where x1 and x2, respectively, represent the two input signals
and x3 represents the output signal. It is clear from Fig. 2
that there are basically two nodes node2 and node3, which
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Figure 2: A Static CMOS NOR gate

have their values changing between 1 and 0. The presence
of charging/discharging capacitances at these nodes enables
us to develop the state-update arithmetic equations for the
nodes in accordance with

node2(n+1) = (1 � x1(n)) + x1(n)�x2(n)�node2(n) (9)

node3(n+ 1) = (1 � x1(n)) � (1 � x2(n)): (10)

The above equations can be used to derive the std for the
NOR gate as shown in Fig 3, where for example, S1 repre-
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Figure 3: State Transition Diagram for a Static CMOS NOR
gate

sents the state with node values node2 = node3 = 0, and
the edge e1 represents a transition (switching activity) from
state S1 to S3.
A static CMOS NAND gate has also been modeled by de-

veloping state-update equations for the corresponding nodes.
It turns out that the state-transition diagram thus obtained
is identical to the one given in [8] where it had been obtained
in an ad-hoc manner. Finally, a type-0 adder and a type-1
adder [16] have also been modeled using this approach.
B) An edge-triggered D ip-op
One of the common approaches to increase speed in digital

circuits is to pipeline it at various levels using D ip-ops.
Therefore, it is interesting to consider the rami�cations of
pipelining on power consumption. To this e�ect, we propose
a model for an edge-triggered D ip-op which can be used
to estimate power consumption in pipelined architectures.
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Figure 4: An edge-triggered D ip-op

Consider an edge-triggered D ip-op as shown in Fig. 4.
Here, D represents the input signal, Q represents the out-
put signal, and �1;2 represent the non-overlapping two-phase
clock signals. It is clear from Fig. 4 that the D ip-op can
be viewed as a cascade of two identical latches controlled by
di�erent clocks. Therefore, for power estimation it is suf-
�cient to model a single latch with the help of a std. The
state-update arithmetic equations for the �rst latch are

node2(n+1) = D(n)��1(n)+(1� �1(n))�node2(n) (11)

node3(n+ 1) = 1 � node2(n+ 1) (12)

node4(n+ 1) = node2(n+ 1): (13)

Using the above equations, the std for the latch is derived
as shown in Fig. 5. It is interesting to note that although
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Figure 5: State-transition diagram for a latch

there are three nodes in the latch, there are only two states.
Intuitively, this means that the presence of a latch reduces
the glitching activity. This corroborates the fact that when
sampling frequencies are unaltered, pipelining leads to a re-
duction in power consumption. The std for the second latch
can then be easily obtained by replacing phi1 with phi2, and
D with Q1.

3.2 Computation of State Probabilities

An approach based on irreducible Markov chains is used to
compute the steady-state probabilities of the various states
in the std. Consider the std of the CMOS NOR gate shown
in Fig. 3. Here, assuming that the input signals x1 and x2
are independent, the probabilities p(ej) associated with the
various edges are computed in accordance with

p(ej jej : xm = q; xn = r) = (q � p1xm + (1� q) � p0xm) (14)

�(r � p1xn + (1� r) � p0xn)



where 0 � j � 11, 1 � m; n � 2, and 0 � q; r � 1. For
example, the probability of edge e1 in the state transition
diagram is p(e1) = p0x1 � p

1
x2
. These edge probabilities are

then used to compute the state transition matrix �nor in
accordance with

�nor =

2
64

p(e2) + p(e3) 0 p(e1) p(e0)
0 1 0 0

p(e6) 0 p(e5) + p(e7) p(e4)
p(e10) 0 p(e9) + p(e11) p(e8)

3
75 (15)

Here, the �norij -th element represents the transition prob-
ability from state Si to state Sj , where 1 � i; j � 4. It
is intuitive to observe that the zeros in the matrix represent
the non-existence of state S2. Having modeled the transition
diagram as an irreducible Markov chain, the steady-state
probabilities are then computed by solving

PS = PS ��nor (16)

where
PS =

�
PS1 PS2 PS3 PS4

�
(17)

represents the steady-state probabilities of the di�erent
states. A simple approach to solve (16) is to �rst compute
the eigenvalues associated with �T

nor. Then the normalized
eigenvector corresponding to an eigenvalue of 1 (ignoring the
trivial case) would be the steady-state probability vector PS.
The steady-state probabilities computed by using the

above Markov model are then used to compute the edge-
activities EAj (0 � j � 11) as proposed by Lin et. al.[8].
For example, the edge-activity numbers for the NOR gate
are computed in accordance with

EA0 = PS1 �N � S � P (00=10) + (18)

EA3 � (P (00=11) � P (00=10))

EA1 = PS1 �N � S � P (01=10) + (19)

EA3 � (P (01=11) � P (01=10))

...

EA11 = PS4 �N � S � P (11=00) (28)

where, P(11/00) for example, represents the conditional
probability that x1(n + 1) = x2(n + 1) = 1 given that
x1(n) = x2(n) = 0. The error in the edge-activity num-
bers using the proposed approach was found to be less than
1.5% as shown in Fig. 6. The edges e2, e3, e5, e5, e7, and
e8 have larger activity than the other edges because for this
example, the input signals to the NOR gate were allowed to
change only in the beginning of each clock-cycle (i.e., once
in every S time-slots). As a result, there is some switching
activity only in the �rst time-slot in every clock-cycle, and
the circuit remains idle for the remaining time-slots. How-
ever, this will not be the case if two or more NOR gates are
cascaded.

3.3 Edge Energy Computation

This section presents an algorithm for the computation of
energy associated with each edge in the std using SPICE.
The �rst step in the algorithm is the identi�cation of the
initial state, and the sequence of inputs leading to that state.
Two ag vectors are de�ned; one for all the states, and one
for all the edges, in the std. A state ag bit is set whenever
that state is �rst encountered. An edge ag bit on the other
hand is set whenever that edge is traversed. The variable
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Figure 6: Exact and approximated (using Markov model)
edge-activity numbers for a static CMOS NOR gate with
N=2000, S=60, and Tclk=20ns

i stores the state number, while the variable k stores the
number of the input sequence. For example in Fig. 3, i can
vary from 1 to 4 (corresponding to states S1 to S4), and
k can vary from 1 to 4 (corresponding to the sequence of
inputs 00, 01, 10, 11). A matrix called edge mat is formed,
the rows of which store the sequence of inputs leading to the
traversal of an edge in the std. The steps in the algorithm
are summarized below.
Algorithm
INPUT: std of the sub-circuit; initial state (init state),
number of inputs to the sub-circuit,
num inputs, initialized edge mat.
OUTUT: energy of each edge in the std.
energy edge() f
reset state ags and edge ags to zero;
i = init state;k = 1;
while(all edge ag bits have not been set)

m = new state;
if(edge ag bit corresponding to input k is not set)

set corresponding edge ag bit;
update edge mat;
if(ag bit corresponding to state m is not set)

set corresponding ag bit;
update edge mat;
prev state(i) = i;
i = m;k = 0;

end;
end;
k = k+1;
if(k > 2num inputs)

k = 1;
i = prev state(i);

end;
end; g
/* a matrix edge mat with rows containing the sequence of
inputs leading to the traversal of edges in the std has been
formed */
rows = number of rows in edge mat;
cols = number of columns in edge mat;
for j = 1 to rows;

run SPICE for input sequence edge mat(j,cols-1);
energy1 = resulting energy;
run SPICE for input sequence edge mat(j,cols);
energy2 = resulting energy;
Wj = energy2 - energy1;

end;
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Using the above algorithm, the initial state for the NOR
gate shown in Fig. 3 was found to be 11, and the edge matrix
was found to be

edge mat =

2
666666666666664

00 01 10 00
00 01 10 01
00 01 10 10
00 01 10 11
00 01 00
00 01 01
00 01 10
00 01 11
00 00
00 01
00 10
00 11

3
777777777777775

! e0
! e1
! e2
! e3
! e4
! e5
! e6
! e7
! e8
! e9
! e10
! e11

(29)

The energy associated with the sub circuit is then computed
by taking a weighted sum of the energies associated with
the various edges in the std representing the sub circuit, in
accordance with

energy =

# of edges � 1X
j=0

Wj �EAj : (30)

3.4 Computation of output signal parameters

The �nal step in the hierarchical approach to power estima-
tion is concerned with the computation of the signal parame-
ters at the output of the sub-circuits. This is best illustrated
with the help of a simple example. Consider two NOR gates
connected in cascade as shown in Fig. 7. Let x1(n) and
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Figure 7: Two NOR gates connected in cascade

x2(n) represent, respectively, the binary values of the input
signals x1 and x2 between time instances n and n+1. Then,
from (10) one can compute the values of the signal x3 for
all N � S time-slots. Therefore, once x3(n), and x4(n) are
well-de�ned for all time-slots, the signal characteristics for
the second NOR gate can be computed. To compute the
energy of the second NOR gate using (30), we use the Wj

values calculated previously for the �rst NOR gate and the
new EAj values obtained for the second NOR gate.
The above method is easily generalized to multipliers (di-

viders) which are designed using type-0 or type-1 adders
cascaded in a speci�c manner.

4 Experimental results

A CAD tool called HEAT (Hierarchical energy analysis tool)
has been developed based on the proposed approach. The
tool has been developed mainly using C, though it has inter-
faces with both MATLAB and SPICE. All the experiments

were performed on s SUN SPARC 20 workstation, by gen-
erating random values (with probability 0.5) for the input
signals. The results thus obtained are presented in Tables 1
and 2.
The entries in the �rst column in Table 1 represent the

various kinds of basic static CMOS digital circuits for which
power has been estimated. The entries in the second col-
umn represent the average power consumption computed by
using both SPICE and HEAT, while those in the third col-
umn represent the corresponding computational times. The
reduction in the number of states in the state transition di-
agram, obtained by using the proposed algorithm is eluci-
dated in column four. Finally, the entries in the �fth column
represent the error in power estimation using the proposed
approach. It is clear from these entries that the values ob-
tained by HEAT are in close agreement with the actual val-
ues obtained by performing exhaustive SPICE simulations.
However, the computation time of HEAT is orders of mag-
nitude less than that of SPICE.
The hierarchical approach for power estimation is ex-

ploited to obtain the results in Table 2. Here, the subscripts
for the basic gates (e.g., NAND, NOR) represent the number
of cells connected in cascade. For example, nand6 represents
6 nand-gates connected in cascade. The subscripts for the
Baugh-Wooley (BW) and the hybrid (HY) multiplier [16]
architectures represent the word length. The HY multiplier
is designed by cascading type-1 adders and the architecture
is similar to that shown in Fig. 1. As another example, for
the 16 � 16 BW and HY multipliers, the power consump-
tion values were estimated to be 716639, and 90584�W in
approximately 900 and 620 seconds, respectively. It may be
noted that these values can be computed using SPICE in
about 16 to 20 hours.
The results show that the power consumed by the HY

multiplier is much less than that consumed by the BW mul-
tiplier.

5 Conclusions

A hierarchical approach for power estimation in static
CMOS digital circuits has been presented in this paper. The
salient feature of this approach is that it can be used to es-
timate the power consumption of relatively large digital cir-
cuits in a very short time. Based on this approach, a CAD
tool called HEAT has been developed and implemented in C.
Experimental results show that the average power estimated
using HEAT is very close to that obtained by performing ex-
tensive SPICE simulations. The computation time required
by HEAT however is orders of magnitude less than that re-
quired by SPICE. Future work includes extension of this
method to dynamic CMOS circuits and to the power esti-
mation of other multipliers.
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