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Abstract

Transient fault simulation is an important veri�cation

activity for circuits used in critical applications since such

faults account for over 80% of all system failures. This

paper presents a timing level transient fault simulator that

bridges the gap between electrical and gate-level transient

fault simulators. A generic MOS circuit primitive and an-

alytical solutions of node di�erential equations are used

to perform transistor level simulation with accurate MOS-

FET models. The transient fault is modeled by a piece-

wise quadratic injected current waveform; this retains the

electrical nature of the transient fault and provides SPICE-

like accuracy. Detailed comparisons with SPICE3 show the

accuracy of this technique and speedups of two orders of

magnitude are observed for circuits containing up to 2000

transistors. Latched error distributions of the benchmark

circuits are also provided.

1 Introduction

Transient faults are temporary faults that occur in a
functional circuit for a very short duration and may lead

to system failures by altering the circuit behavior. Such

faults are caused by a number of physical phenomena such
as �{particle hits from cosmic rays, electromagnetic in-

terference, crosstalk and power transients. It has been

reported that over 80% of all system failures occur due
to such transient faults [1]. Transient fault simulation is,

therefore, important so that circuits (especially those used
in critical space, biomedical or military applications) can

be redesigned for better fault tolerance. In this paper, we

develop a fault simulation technique by focussing on single-
event upsets (SEU), which are transient faults caused by

�{particle hits. The techniques, however, can be extended

to other transient faults that can be modeled as a charge
injection.

Accurate veri�cation of transient fault tolerance re-

quires a large number of simulations since the circuit has to

be simulated for faults occuring at di�erent nodes of the

circuit, for di�erent amounts of injected charge, for dif-

ferent times of injection, and for di�erent input sequences.

The task is clearly prohibitive for transient fault simulators
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based on SPICE-like simulators, as well as for mixed-mode

fault simulators [2]. Gate-level transient fault simulators
[3] abstract the electrical nature of a transient fault into a

logic-level model, and provide signi�cant savings in com-

pute time. However, these simulators su�er from a number
of problems: (i) any logic-level model of transient faults,

which are electrical in nature, will be inherently less accu-

rate, (ii) the latch modeling approach is valid for standard
cell designs only, and has to be repeated if the cell design

or technology implementation changes, (iii) nodes internal

to the logic gates/cells are not accessible for injection or
observation, and (iv) gate-level transient fault simulators

ignore faults which do not upset the logic value of the af-

fected node. An example in which this may cause incorrect
results is shown in Fig. 1. Suppose that nodes A and B

of the CMOS transmission gate are at logic values 0 and

1, respectively and the gate is o� when a transient fault
is injected into node A. If the fault reduces the voltage

of node A su�ciently, the NMOS transistor will turn on

and charge-sharing may lead to an incorrect logic value of
node B which may, in turn, lead to a latched fault. Such

a fault will not be detected by a gate-level transient fault

simulator.
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Fig. 1: SEU missed by gate-level fault simulator

In this paper, we present a fast and accurate timing-
level simulator for transient faults in digital circuits, which

bridges the gap between electrical- and gate-level transient

fault simulation. We demonstrate the accuracy and ef-
�ciency of this technique by comparisons with SPICE3.

This simulator can be e�ectively applied for transient fault

simulation of custom VLSI circuits for which electrical-
level fault simulation is too expensive. It can also be used

in place of electrical simulators like SPICE3 in the model-
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ing phase of gate-level transient fault simulation, thereby
reducing the modeling cost considerably.

2 Transient Fault Model

In CMOS digital circuits, single-event upsets are mod-

eled by injecting the following double exponential current
pulse into the a�ected node [4]:

I(t) = I0(e
�t=�1

� e
�t=�2): (1)

In the above equation, I0 depends on the amount of in-

jected charge and may be positive or negative, �1 rep-
resents the collection time-constant of the junction, and

�2 the ion-track establishment time constant. �1 and �2

are constants which depend on several process-dependent
factors; in this work, we use the values given in [5]:

�1 = 1:64 � 10�10 sec and �2 = 5:0 � 10�11 sec. The

double exponential current pulse of (1) is approximated
by a piecewise quadratic (PWQ) function in time. This

is accomplished by dividing the simulation time inter-

val into several segments, and �nding a quadratic func-
tion that closely approximates the exponential waveform

over each segment. Thus, for the ith segment [ti, ti+1],

the quadratic current waveform can be represented as
iseu(t) = 
0+
1(t� ti)+
2(t� ti)

2. The rationale for ob-

taining a quadratic approximation is explained in the next

section. Note that �1 and �2 characterize the double expo-
nential current pulse and since they are known apriori, this

approximation can be done as accurately as desired before

the simulation. For example, Fig. 2 shows the accuracy of
the piecewise quadratic current approximation (with �ve

segments) for di�erent levels of charge injection.
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Fig. 2: PWQ approximation of injected current

3 Circuit Primitive and Solution

We use the generic MOS circuit primitive shown in
Fig. 3 and proposed in [6]. Piecewise linear (PWL) in-

put signals are applied at the terminals Di and Gi, gk
and Ck are linear parasitic conductances and capacitances,
and CL is the capacitance at the output node of the prim-

itive whose voltage waveform V (t) is to be determined.

The primitive also includes the piecewise quadratic (PWQ)
current source injected at the output node to represent

charge injeciton during a single-event upset. We de�ne

CL γ0+γ1(t-t0)+γ2(t-t0)2

G1

D1 Dk

Gk

Dn

V(t)

Fig. 3: Generic MOS circuit primitive

a phase to be a time interval [t0, T ] in which the PWL

signals have constant slew rates and the PWQ current
waveform has constant parameters and can be written as

iseu(t) = 
0 + 
1(t� t0) + 
2(t� t0)
2. If each MOS tran-

sistor in the primitive has a regionwise quadratic model
[7] describing the drain current in terms of the gate-source

and drain-source voltages, then the di�erential equation of

the output node is of the form

dV

d�
= KV

2 + (p1� + p0)V + (q2�
2 + q1� + q0); (2)

where � = t � t0. The above di�erential equation be-

longs to the class of Riccati di�erential equations, for which
exact analytical and power series solutions have been de-

rived [6]. The use of the analytical solutions is the primary

contributing factor to the speedup of fast timing simula-
tion and is the motivation for using a PWQ approximation

to the injected current. Moreover, the PWQ approxima-

tion allows the electrical nature of the transient fault to
be maintained, and provides very high accuracy close to

electrical-level simulators.

Under normal operating conditions, the output node is
the drain terminal for each of the NMOS and PMOS tran-

sistors in the primitive. During transient fault simulation,

however, this condition may not always be true. For ex-
ample, if a fault pumps current into the output node of

a CMOS inverter when it is at logic 1, the output node

may become the source terminal for the PMOS transistor.

Since the coe�cients of the di�erential equation depend

on whether the output node is the source or drain termi-

nal, changes in the location of drain and source terminals

of MOS transistors are monitored during the simulation.

Moreover, the MOS drain-bulk and source-bulk parasitic

diodes, which are reverse biased under normal operating
conditions, may start conduting during transient faults.

In the previous example, this would happen in the output

node rises to about Vdd + 0:65V, assuming that the bulk
node of the PMOS transistor is tied to Vdd. These parasitic

diodes are handled as follows: if for any MOS transistor

in the primitive, the parasitic diode corresponding to the
simulated node (drain-bulk or source-bulk diode) begins

conducting, the voltage of the simulated node is clamped

to the voltage of the bulk node plus/minus the turn-on
voltage for the diode. The error incurred by ignoring the

�nite conductance of the diode and the presence of other
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conducting elements in the primitive is small; this claim

is borne out by the near perfect match with SPICE3 sim-
ulation results (Section 4). It is worth mentioning that

no other fast timing simulator considers parasitic diode

e�ects.
Note also that the coe�cients of the di�erential equa-

tion in (2) depend on the regions of operation of the MOS

transistors in the primitive. Starting at a time point ts in
the phase, we �nd the regions of operation of each MOS

transistor and compute the coe�cients of the di�erential

equation. The analytical solution V (t) is used to determine
the regions of operation of the transistors at the end of the

time phase T . If there is any change, the time of the ear-

liest change is calculated as tx, and the current solution is
considered valid over [ts, tx]. The process is then repeated

from tx by determining the new regions of operation of the

transistors.

4 Results and Observations

In this section, we demonstrate the accuracy and ef-

�ciency of the transient fault simulator by comparing its

results with those of SPICE3. Since SPICE simulations of
large circuits are too time-consuming, this comparison can

only be done for a few small circuits. The �rst example

uses the D 
ip-
op (DFF) shown in Fig. 4. Transient faults
are injected at node F and voltage waveforms at node F

and the output node Q are monitored. The waveforms

from our simulator and SPICE3 for the fault-free case are
shown in Fig. 5. Next, two transient faults injecting 2 pc

and 3 pc of charge at node F are simulated and the results

are shown in Fig. 6 and Fig. 7, respectively. It can be seen
that the �rst fault does not get latched by the DFF, while

the second one does. In the next example, we consider

the s208 sequential circuit from the ISCAS-89 benchmark
suite [8] and observe the fault-free and faulty waveforms at

one of its nodes. Figure 8 compares the simulation results

with SPICE3.
Average run-times for the seven sequential circuits from

the ISCAS-89 benchmark suite are shown in Table I. In the

table, N refers to the number of transistors in the circuit.
Test vectors obtained from STG [9] were used as the input

sequences for these circuits. For the circuits which were

simulated with SPICE3, we provide values for the speedup
and accuracy. The quantity �max is used as a measure of

accuracy with respect to the SPICE3 results. For a given
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Fig. 5: Fault-free Simulation of DFF
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Fig. 6: DFF simulation with 2 pc charge injection

circuit, it is calculated as follows: (i) for a particular simu-

lation, the average errors for each of the monitored nodes

is calculated, (ii) the maximum of the average node errors
is the error for the particular simulation, and (iii) �max is

the largest error among all the simulations for the given

circuit. The graphical comparisons and the results of Ta-
ble I demonstrate the accuracy and e�ciency of our sim-

ulator. We see that speedups of two orders of magnitude

are achieved over SPICE3. Moreover, the speedup factor
increases with the number of transistors in the circuit, in-

dicating that the speed advantage will be even more for

larger circuits.

To demonstrate the application of our simulator in tran-

sient fault analysis, seven ISCAS-89 sequential benchmark

circuits were selected and 2000 randomly chosen faults
were injected in each circuit. The number of faults that

were latched are shown in Table II. Table II also shows

the number of faults that caused a particular number of
latches to 
ip (as a percentage of latched faults). As can

be seen, single-bit 
ips are by far the most common, but

a number of faults causes two or more latches to 
ip.
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Fig. 7: DFF simulation with 3pc charge injection



Table I: Average run-times on a Sun Sparcstation 10

Ckt N Run-time SPICE3 Speedup �max

Name run-time
[s] [s] [V]

s27 114 2.5 45.34 18.14 0.29
s208.1 624 2.6 115.80 45.10 0.16

s641 1740 14.04 1394.18 99.30 0.18

s713 1860 16.55 { { {

s820 1906 17.62 { { {

s1494 4046 14.24 { { {
s5378 13198 138.57 { { {

Table II: Latch error distributions for 2000 inject faults

Ckt Latched No. Latches Flipped (%)

Name Faults 1 2 3

s27 51 96.10 3.90 0.00

s208 63 93.60 3.20 3.20

s641 33 93.90 3.05 3.05
s713 21 85.71 14.29 0.00

s820 6 83.33 16.67 0.00

s1196 9 100.00 0.00 0.00
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Fig. 8: Transient fault simulation of s208 circuit

5 Conclusions

In this paper, we have presented a new fast timing simu-

lator of transient faults in CMOS digital circuits. Trasient

faults are modeled as piecewise quadratic injected current
waveforms. The simulator uses a generic MOS primitive

and analytical solutions of node di�erential equations to

provide accurate and detailed waveform information. This

simulator has been shown to be very accurate compared to

SPICE3, while providing speedups of two orders of mag-

nitude for circuits containing up to 2000 transistors. For

larger circuits, the speedup is expected to be even more.
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