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Abstract— Power dissipation has become a critical design met-
ric in microprocessor-based system design. In a multi-core sys-
tem, running multiple applications, power and performance can
be dynamically traded off using an integrated power management
(PM) unit. This PM unit monitors the performance and power of
each core and dynamically adjusts the individual voltages and fre-
quencies in order to maximize system performance under a given
power budget (usually set by the operating system). This paper
presents a performance and power analysis methodology, featur-
ing a simulation model for multi-core systems that can be easily
reconfigured for different scenarios and a PM infrastructure for
the exploration and analysis of PM algorithms. Two algorithms
have been implemented: one for discrete and one for continuous
power modes based on non-linear programming. Extensive exper-
iments are reported, illustrating the effect of power management
both at the core and the chip level.

I. INTRODUCTION

Technology scaling has continuously driven towards higher
levels of integration, higher frequencies and lower operating
voltages. For technologies down to 90 nm it has been possi-
ble to continue increasing performance while reducing power
for the same functionality from one processor generation to the
next. However, for 65 nm and below, the effect of increased in-
terconnection length and resistance, coupled with a relatively
flatter operating voltage, has caused a significant dynamic and
static power increase in complex chips.

As the power / performance curve for microprocessor-based
systems is flattening across processor generations [1], tech-
niques for managing power and performance are needed both
at the low-end and high-end. Low-end embedded systems need
to be low power because of battery constraints. High-end sys-
tems can benefit greatly from lower power consumption, reduc-
ing packaging and cooling costs from individual processors to
complete data centers.

Several power management approaches have been devel-
oped, covering a wide spectrum of system characteristics, in-
cluding: (a) high-level operating-system-driven policies for
turning devices (e.g., disks, modems) on and off according
to predicted usage [2], (b) dynamic management of processor
resources according to activity demands [3, 4], (¢) dynamic
scheduling of tasks to processors in a chip multi-processor
(CMP) environment to manage power and temperature [5, 6],
(d) hardware techniques for dynamic voltage and frequency
scaling [7, 8, 9], and (e) global dynamic power management
for multi-core chips [10].

Given the recent trend towards single-chip, multi-core sys-
tems, dynamic power management techniques that were de-
signed for single-core microprocessors must be augmented
at the chip-level to exploit the larger design space. This en-
ables a better power-performance trade-off under top-level con-
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straints, e.g., a power budget. The hardware actuators avail-
able for power management include: (a) joint voltage and fre-
quency scaling, (b) frequency scaling, and (c) microarchitec-
tural switches, e.g., instruction fetch throttling [11].

In multi-core systems these actuators can be applied to the
chip as a whole (i.e., same value for all cores), or individually
per core. From a hardware implementation point of view, ap-
plying voltage and frequency scaling on a per-core basis is sig-
nificantly more expensive than chip-wide, because it requires
expensive analog voltage regulators and phase-locked loops for
each core. However, the per-core variant provides more precise
control of the performance / power curve, leading to a better
trade-off.

While substantial research has been done on power manage-
ment techniques at the hardware and architectural levels for
microprocessor-based systems, little has been done at the tools
level for power management. There are tools for power esti-
mation of processor cores [12], caches [13] and interconnects
[14], as well as simulators for performance and power [15, 16].
One of the few works on specification and analysis of power-
managed systems is [17], but it focuses on static definitions of
states / transitions and modes for each system component, as
opposed to values dynamically updated according to varying
workloads. Most of these tools focus on individual components
(e.g., core, cache), and not on complete multi-core systems, in-
cluding buses and memory hierarchy. However, it is at the sys-
tem level that power management can be the most effective.

This paper presents a performance and power analysis
methodology based on a simulation model for multi-core sys-
tems with integrated power management. The methodology
is implemented in SLATE (System-Level Analysis Tool for
Early Exploration) [18]. SLATE allows designers to assem-
ble, configure and simulate multi-core systems with L1 and
L2 caches and memory controllers interconnected by a co-
herent bus, and under the control of a global on-chip power
manager. The components are implemented in SystemC using
cycle-accurate transaction-level abstractions. To the best of the
authors’ knowledge, SLATE is the first tool that combines de-
tailed performance and power models of the core, system com-
ponents, and power management unit for CMP systems.

The power manager queries the performance and power of
all components at regular time intervals and decides how to
best control the available actuators of each component in order
to comply with a given power management policy, e.g., a fixed
power budget. The power manager currently implemented in
SLATE uses dynamic voltage and frequency scaling (DVFES)
as the power / performance actuator. Two PM algorithms have
been implemented, namely: the MaxBIPS algorithm from [10]
which uses a discrete set of possible voltage and frequency
pairs, and a continuous algorithm based on non-linear program-
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ming which finds the best possible voltage and frequency pair
within a continuous range of values. In addition, this paper ap-
plies both algorithms on a per-core basis (i.e., each core is al-
lowed a unique voltage / frequency setting) and chip-wide (i.e.,
all cores operate at the same voltage / frequency setting). In
this way we can quantify the performance advantage of per-
core DVES to be traded off against the extra implementation
cost, compared with chip-wide DVFS.

This paper is organized in the following way. Section II
presents details on the SystemC modeling, including mod-
els for the core, system and power management. Section III
describes the power management algorithms, and Section IV
presents the experimental results and discussion. Section V
gives the conclusions.

II. SYSTEM MODELING

SLATE provides a library of performance models which
can be easily connected together forming complex multi-core
systems, including: processor models, cache models, mem-
ory model and a coherent bus model [22]. SystemC-based
transaction-level models (TLM) are used, and all components
communicate via a well-defined set of ports and channels,
which makes it flexible and easy to assemble different system
configurations, e.g., varying the number of cores. A wide range
of parameters on the core, cache and memory models are sup-
ported. More details of the models are described in [18].

The models are based on the POWER family of proces-
sors and systems. All models, except for the Power Manager
model, are cycle-accurate performance models. The core model
is based on the POWER4 processor [19], running instruction
traces as the input to the simulation. Through simulation over
millions of instructions we obtain results for performance, such
as cycles-per-instruction (CPI), and power for a given set of ap-
plication traces.

A. Core Model

The core model is a pipeline-accurate performance model,
based on the POWER4 processor which is a single-thread, out-
of-order execution, in-order completion microarchitecture [19].
The units inside the core (e.g., Decode, Dispatch, Issue queues)
are modeled functionally accurately, and the execution delay of
each unit is modeled by a cycle-accurate pipeline channel, as
illustrated in Figure 1. This approach implements a clear sep-
aration between computation and communication, with all the
delay (computation delay + communication delay) being accu-
rately modeled in the pipeline channel. The pipeline channel
itself is a C++ template and can transport any data type. The
delays are parameterized and multi-ports are used wherever
applicable, e.g., out of the Dispatch unit. The number of cer-
tain units and the delays between them can be changed, allow-
ing for extensive architectural exploration. For example, more
fixed-point issue queues and execution units (FXQ, FXU) can
be added just by instantiating them and connecting them to the
generic pipeline channels.

SLATE’s core model was tested and tuned using instruc-
tion traces generated from the SPEC CINT2000 benchmarks
[20]. The CPI numbers were compared against a detailed
production-quality performance simulator used in IBM [21].
On average for all 12 benchmarks SLATE results were within
16% of the production simulator results, which is acceptable
for an early analysis system.

The core model also computes the dynamic and static power
dissipated by the core as the simulation progresses. The power
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model used is based on [12]. Briefly, each unit inside the core
has a formula for power that takes switching factors to produce
the power for the unit. These formulas are generated by detailed
logic and circuit-level simulations of the actual design or the
previous version of the design, properly scaled for technology
changes. The performance simulation provides the switching
factors for each unit, which are then fed into the formulas as
the simulation progresses, and the power is computed [12].

B. System Model

SLATE is targeted at building and simulating CMP systems,
running multiprogrammed workloads, i.e., each core runs an
independent application trace. Each core is connected to a ded-
icated level-2 cache, which is connected to a coherent bus.
The bus is also connected to a memory controller model. The
proprietary coherence protocol in the bus is modeled cycle-
accurately. An accurate bus model is important in a multi-core
system to simulate coherency and contention to memory pre-
cisely, as these factors may affect overall performance signifi-
cantly. Parameterizable performance and power models for the
caches (L1, L2), bus and memory controller were developed
in SystemC. Power models include both dynamic and static
power.

The components are interconnected using specialized Sys-
temC communication channels capable of modeling both
synchronous and asynchronous communication. The asyn-
chronous channels enable communication between compo-
nents operating at different frequencies which is a prerequi-
site for per-core DVFS. The channel delays are fully param-
eterizable and can implement a range of structures, including
pipelines, queues, FIFOs and asynchronous handshakes, facili-
tating the exploration of different communication schemes.

The basic system example which will be used in the remain-
der of this paper is shown in Figure 2. It depicts four POWER4-
like cores, four dedicated L2 caches, a bus, and a memory con-
troller, all connected by communication channels, marked CC.
The different shadings indicate that different internal imple-
mentations and different interfaces are used between each dif-
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Fig. 2.: System example with 4 cores.

ferent pair of components. Connecting a component to another
component is simply a matter of instantiating the communica-
tion channel that has the right pair of predefined interfaces to
the two components.

C. Power Manager Model

The power management problem addressed here is the fol-
lowing: given a total chip power budget, and input applica-
tion traces running on the cores, how to dynamically assign
power modes (i.e., Vdd-frequency pairs) to each core, such that
the overall chip performance (i.e., total number of instructions
completed on all cores per time interval) is maximized. For the
sake of simplicity, in this paper we only consider changing the
Vdd and frequency of the cores while keeping the other com-
ponents running at a nominal system Vdd and frequency. This
is acceptable in this case because for the parameters and tech-
nology used in this paper the core power dominates the system
power. However, the approach can be easily extended to han-
dle all components in the system individually, or to group them
into Vdd and clock domains.

Sensor APIs

get_cpi()
get_temperature()
get_num_instrs_completed ()
get_num_instrs_decoded ()
get_power_modes ()

ete...

Actuator APIs
set_power_mode (vdd, freq)

Multiple Clock
Generator

sc_clock
ports

Fig. 3.: Power manager components and interfaces.

A power management infrastructure has been implemented
in SLATE, as illustrated in Figure 3. The networks in Figure 2
and Figure 3 are both part of the same system model. The func-
tion of the PM module is to decide whether and how to apply
DVEFS to the cores in the design. It does this by periodically
sampling sensor information from the cores, and running algo-
rithms which decide on the next set of Vdds and frequencies
to apply. The period, or observation window, is usually deter-
mined by a higher-level supervisor software layer and is nor-
mally in the order of a few hundred microseconds. Given the
large periodicity of the PM loop, there was no need to imple-
ment the PM module in a cycle-accurate manner. We use a Sys-
temC behavioral model triggered at every observation window.

In real hardware, the sensors are usually performance and
power measurement proxies that each core keeps track of as
it runs. This can be done either using digital counters or more
complex analog circuitry. In the core and PM models, these
sensors are implemented as function calls (APIs) over the Sys-
temC interfaces connecting them, as shown in Figure 3. The
PM component connects to a PM bus that decodes the com-
mand, sends the right Vdd and frequency to the designated
core, and sends commands to the clock generator to modify
the frequency of the clock that is connected to the designated
core.

The multiple clock generator component is parameterized on
the number of clocks. All clocks may change frequency simul-
taneously, if so requested by the PM module. The clock gener-
ator can also take into account a time penalty for changing the
frequency if necessary, although current voltage and frequency-
changing hardware techniques can perform a smooth transition
between modes, and there is no need to stall the execution dur-
ing voltage and frequency changes [8].

III. POWER MANAGEMENT ALGORITHMS
A. MaxBIPS

As a reference point, and to test our PM framework, we im-
plemented an existing algorithm, MaxBIPS, proposed in [10]
for DVFS. The algorithm assumes a set of discrete power
modes (Vdd-frequency pairs) for each core which the PM can
control individually. The goal is to maximize the overall chip
performance, as measured by the total number of completed
instructions by all cores per time period, under a given power
budget.

The MaxBIPS algorithm relies on the fact that when a given
core switches from power mode A (VddA, freqA) in observa-
tion window N to power mode B (VddB, freqB) in observation
window N+1, the future performance and power is predictable
using simple formulas, as shown below. This assumes that the
workload characteristics do not change significantly from one
window to the next.

Observation Window N N +1
Mode (v, [) W', f)
Performance 1 Ix(f'/f)
Dynamic Power P Px (v v)2*(f')f)
Static Power L L= (v'/v)® (approx.)

Based on these formulas, the MaxBIPS algorithm computes
the estimated power and performance for all possible tuples
[core;, mode;] and selects the mode that maximizes perfor-
mance while not exceeding the power budget. The worst-case
complexity of the algorithm is O(M?Y), with M the num-
ber of modes and N the number of cores. In practice many
[core, mode] tuples can be pruned out during the search as soon
as the total power exceeds the current budget, and both N and
M are limited for practical reasons; as a result the algorithm
can afford a simple search on all tuples for the optimal solu-
tion.

MaxBIPS uses a discrete number of power modes because it
limits complexity and it is implementable in hardware. How-
ever, the best number of power modes to use is still an open
question that depends on the silicon technology used, on the
implementation costs of voltage regulator modules (VRMs)
and phase locked-loops (PLLs), and on whether per-core or
chip-wide DVFS is used.
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B. Continuous Power Modes

To understand the impact of the fixed number of power
modes and to compare with the discrete MaxBIPS solution,
we used non-linear programming to model the same DVFS
problem with continuous power modes. Under this Continuous
Power Modes (CPM) algorithm, cores can run at any frequency
and voltage within predefined upper and lower bounds. To un-
derstand the formulation, a few definitions are needed:

N Number of cores in the design.
Interval Exploration interval.

Umins fmins Umax, fmax Lhe minimum and maximum voltages
and frequencies.

k The slope of the frequency change function. It is assumed
that voltage and frequency bear a linear relationship given

by k= (fmax - fmin)/(vmax - Umin)

o[l : NI, fo[l: NJ], Py[1: NJ], Lo[l : N], Iy[1 : N] Vectors
storing the voltage, frequency, average dynamic and static
power dissipation, and performance (I for instructions
executed) in the last interval. The ¢-th value of these
vectors is the corresponding value for core;.

v[l: NJ, f[1: N] Vectors representing the voltages and fre-
quencies respectively, for the next interval.

The following linear constraint equation describes the rela-
tionship between the voltage change and frequency change:
f[i]:fmin+k*(’0[i]f’0min) VIE{ON}
The sum of the predicted power (dynamic + static) must not

exceed the power budget, which translates into the following
non-linear constraint:

Y Polil* (vfil/voli)?  f[0)/ foli] + Lo * (vli] /woli])?

1<i<N
< PowerBudget

The objective function is to maximize the overall chip per-
formance as measured by the sum of the predicted performance
for the next interval, expressed as:

S* Tl * 713/ fold

1<i<N

Since the constraints and the objective functions have ana-
Iytic gradient and Hessian information, the continuous per-core
DVES problem can be efficiently and optimally solved using
the interior point method. We used OPT++ [22], a freely avail-
able non-linear program solver, to optimize the power modes in
every observation window. The CPM algorithm is too complex
for a hardware implementation, but it is useful in a design ex-
ploration methodology since it produces optimal results which
allow us to evaluate heuristic algorithms with practical imple-
mentations.

Both MaxBIPS and CPM can be applied to chip-wide DVFS
as well by restricting the search space to solutions in which
all cores apply the same power mode (same voltage and fre-
quency).
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IV. EXPERIMENTAL RESULTS

All experimental results were obtained by running simula-
tions of the model shown in Figure 4, with the power manage-
ment infrastructure of Figure 3, and under the power manage-
ment algorithms described in Section III. Realistic values of
voltage and frequency were used. For each core, the voltage
range was [1.1 V to 0.9 V]. The frequency range was [3.5 GHz
to 2.7 GHz]. These ranges were evenly divided into 9 levels,
or power modes, resulting in voltage and frequency steps of
0.025 V and 0.1 GHz, respectively. The voltage transition rate
was 10 mV/us, resulting in a transition time of 2.5 us for a Vdd
step of 0.025 V.

Varying the PM observation window, when the PM algo-
rithm is run, between 100 ps and 500 ps had only little effect on
the experiments. Therefore, we show results for a fixed 500 ps
window, corresponding to approximately 1.5 million cycles.

Experiments were run for power budgets varying from
the highest power, i.e., all cores at max Vdd and frequency
(all_high mode) to the lowest power, i.e., all cores at min Vdd
and frequency (all_low mode). For each power budget the sim-
ulation was run for around 60 million cycles, covering a wide
range of workload phases. Performance was measured as the
total number of completed instructions in all cores over a fixed
time period. Chip performance is highest at the all_high mode
and lowest at the all_low mode. All performance values are
normalized with respect to the performance measured in the
all_high mode. In order to produce realistic results, we em-
ployed four SPEC CINT2000 benchmark traces with different
workload characteristics: eon, gzip, perl, and twolf.

Figure 4 shows several graphs of power and performance for
the whole range of power budgets (from all_high to all_low),
comparing the discrete algorithm (MaxBIPS) with the contin-
uous algorithm (CPM), both applied per-core as well as chip-
wide. The labels with “-c¢” indicate results using the CPM; ab-
sence of “-c” means that MaxBIPS was used. Detailed expla-
nations of each graph are given below.

Figure 4a—Overall Chip Performance: This chart con-
tains four lines representing the overall chip performance under
DVFS for seven different power budgets, ranging from 100%
(all_high mode) to 45% (all_low mode). The four lines cor-
respond to the discrete (using 9 power modes) and continu-
ous algorithms applied on a per-core and chip-wide basis. As
expected, the chip-wide discrete line shows the worst perfor-
mance degradation as the power budget is reduced, followed
by chip-wide continuous and, almost matching, per-core dis-
crete and per-core continuous.

The per-core discrete approach has a distinct advantage over
the chip-wide discrete of about 2.5 percentage points, using 9
levels for Vdd and frequency. We ran several experiments using
only 3 levels (a more cost-effective solution, not shown here)
and the difference grew to about 6 percentage points. This is a
valuable insight because it can help designers evaluate the cost-
benefit of comparable solutions (for example, 3-level per-core
VRMs, versus 9-level single VRM for the whole chip).

The per-core discrete and per-core continuous lines almost
match, which indicates that using 9 levels for Vdd and fre-
quency is practically optimal and there is no need to use more
levels.

Figure 4b—Individual Core Relative Performance: This
chart presents the results of applying DVFS on a per-core basis
for different power budgets, using both discrete (9 levels) and
continuous algorithms. Instead of showing the overall chip per-
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Fig. 4.: Performance and power analysis results for 4-core design under power management.

formance, this chart compares the performance of each core,
running a specific trace. The chart illustrates how the algo-
rithms choose modes for each core, thus affecting their relative
performance in different ways, in order to maximize overall
chip performance.

The performance of an application running on a core, mea-
sured in instructions per cycle (IPC), depends on how much
time the application spends doing computations versus time
spent waiting for memory accesses. The frequency of a core
directly affects its computation speed but has little influence on
the memory latency. Therefore, the performance of computa-
tionally intensive applications is more sensitive to voltage and
frequency scaling than that of memory-bound applications.

As the power budget decreases, the algorithms decrease the
voltages and frequencies of the cores with lowest IPC first—
core 3 running twolf, followed by core 1 running gzip—and
decrease less the voltages and frequencies of the cores with
higher IPC. As the power budget continues to decrease, not
enough power can be saved by only the lowest IPC cores and
the algorithms further lower the voltages and frequencies of the
higher IPC cores. No core drops below 80% of their maximum
performance.

By comparing the discrete and continuous (“-c”) lines for
each core one can see how much performance can be gained by
using a continuous solution. For twolf the difference is virtually
zero while for the other cores the difference is 1 to 2 percentage
points, indicating again that using 9 levels is almost as good as
the optimal continuous solution.

Figures 4c/4d—Chip-wide and Per-core DVFS Transi-
tions: These graphs show the evolution of both algorithms over

time, and how they triggered each core to switch, or not, to a
different voltage and frequency at every observation interval,
for a fixed power budget of 73% of all_high. As the simulation
progresses and the workload characteristics change, the algo-
rithms may have to trigger power mode changes in order to not
exceed the given power budget. Figure 4c shows the transitions
for the case of chip-wide DVFES for both discrete and contin-
uous algorithms. It can be noticed that the discrete algorithm
causes very definite step-wise transitions, whereas the contin-
uous algorithm applies more frequent and much more gradual
changes to Vdd. A similar effect can be observed when per-
core DVFS is applied, as shown in Figure 4d.

Figure 5 shows the average power overshoot and undershoot,
i.e., the average deviation from the power budget, over the en-
tire simulation for different power budgets. To keep track of
power at a finer granularity rate, we measured the chip power
every 10,000 cycles and computed the averages of all overshoot
and undershoot values. This figure plots these averages for all
four cases studied (per-core and chip-wide, using both discrete
and continuous algorithms). From this figure it can be seen that
the average overshoots and undershoots are fairly small, and
per-core DVFS overshoots and undershoots are smaller than
in chip-wide DVFS. This represents how well the algorithm is
able to adapt to workload changes and stay within the power
budget.

Execution times for these experiments were around 120 min
for 60 million instructions. The actual power management al-
gorithms were very fast and not significantly affecting the over-
all simulation time.
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V. CONCLUSIONS

This paper presented a performance and power analysis
methodology based on a simulation model for multi-core mi-
croprocessor systems with an integrated power management
module applying dynamic voltage and frequency scaling. The
novelty in this paper is three-fold. First, it presented a flexible,
componentized environment capable of simulating the perfor-
mance and power of systems, with detailed models of cores,
caches, buses and memory controllers, and a variety of in-
terconnection paradigms. Secondly, it described an integrated
power management infrastructure which, coupled with the per-
formance and power models, allows designers to explore dif-
ferent power management policies and algorithms. Thirdly, it
presented a formulation and solution to the DVFS problem us-
ing continuous voltage and frequency ranges, using non-linear
optimization methods. This algorithm, although not practical
for hardware implementation, is very useful for analyzing the
quality of other algorithms.

Extensive results were given analyzing different facets of
the multi-core power management problem, including compar-
isons of per-core and chip-wide approaches and discrete and
continuous algorithms.

As a next step we plan to investigate the effect of systems
software such as task scheduling on the integrated power man-
ager and interactions between them.
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