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ABSTRACT

This paper! proposes a novel methodology for statisti-
cal leakage minimization of digital circuits. A function of
mean and variance of the circuit leakage is minimized with
constraint on a-percentile of the delay using physical delay
models. Since the leakage is a strong function of the thresh-
old voltage and gate length, considering them as design vari-
ables can provide significant amount of power savings. The
leakage minimization problem is formulated as a multivari-
able convex optimization problem. We demonstrate that
statistical optimization can lead to more than 37% savings
in nominal leakage compared to worst-case techniques that
perform only gate sizing.

I. INTRODUCTION

The leakage power has become a major cause of concern
during the design of high performance nano-scale circuits.
For example, it was shown in [4] that for 30% variations
in the circuit delay there can be up to 20X variations in
the leakage current. Scaling has also resulted in significant
increase in the variations of the process and design param-
eters [1, 5, 3]. The most important of these variations are
the variations in the effective channel length L., and the
threshold voltage Vi, which are due to a lack of precise con-
trol in the lithography and channel doping steps [5]. Varia-
tions in these two parameters have a significant effect on the
sub-threshold leakage of a gate because of its exponential
dependency on these two parameters.

The problem of leakage reduction has been addressed at
the design stage by various techniques such as transistor
stacking [15], sleep transistor insertion [13], body biasing [24,
16] and driving the circuit into a minimum leakage sleep
state. The power savings accrued by these techniques can be
further supplemented by gate sizing, dual-threshold voltage
(Vin) and supply voltage (Vyq) assignment [22, 12, 9, 11] and
L. biasing [10]. However, to the best of our knowledge, L.
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biasing has not been used in the past for leakage reduction
in the presence of variations.

The traditional corner based design methodology treats
the parameters as deterministic quantities and wastes expen-
sive design resource in order to ensure a large guard-band
on the design frequency as well as the power dissipation.
Instead, a more effective methodology is to model the vari-
ations as random variables because of the stochastic nature
of the underlying variations. Once this is done, the statis-
tics (such as mean, variance etc.) of delay as well as leakage
power of the circuit can be accurately estimated using the
probability density functions (PDFs) of the parameters. A
number of such statistical analysis techniques have been pro-
posed recently [27, 20]. Although the proposed techniques
predict the circuit delay or leakage accurately, their relia-
bility with respect to what is manufactured greatly depends
on the accuracy of the models used for the gate (and inter-
connect) delays and power [7]. While these models provide
foundations for accurate statistical analysis, they are neces-
sary for statistical optimization techniques.

A number of statistical optimization methods have been
proposed recently [23, 19, 21, 14]. [23] uses a statistical tim-
ing analysis tool to check the satisfiability of the constraint
on some percentile of the circuit delay. It then uses the sta-
tistical sensitivities to select the gates to be assigned high
Vin as well as to be up-sized. In [19], a utility theoretic
approach is used to identify a set of critical paths. The ex-
pected utility of the critical nodes (nodes on critical paths) is
minimized subject to constraints on the expected delay and
area. A robust circuit optimization technique is presented
in [17] where the authors formulate the problem of maximiz-
ing the timing parametric yield as a geometric optimization
problem with gate sizes as the decision variables. In [2], the
problem of statistical leakage minimization using gate sizing
is formulated as a geometric programming problem. The
area minimization problem is solved in [21] by modeling the
parametric variations using an uncertainty ellipsoid.

Introducing L. and V;;, as decision variables in the opti-
mization problem instead of treating them fixed technolog-
ical parameters, increases the size of the feasibility region.
This can provide significant power savings that can not be
achieved otherwise. Also, since V}j, and its variance is depen-
dent on L., L. proves to be an extremely effective method of
controlling the leakage variability. Instead of using a dual-
Vi, process, in which high V;;, and low Vi, are typically sep-
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arated by about 50mV for speed improvement and power
reduction, we use a single V;;, for the circuit. The use of
dual-V4, produces extra process corners and thus, exagger-
ates variability. Specifically, some high V;, gates may be
faster (and more leaky) than some low Vy, gates due to the
variation in V4. This phenomenon has led to many design
failures, especially in low-power applications.

The major contributions of this work are as follows:

1. Both the mean and the variance of the leakage are
minimized by formulating a statistical optimization
problem with gate sizes, gate lengths and threshold
voltage as decision variables.

2. Experimentally verified statistical models for the gate
delay and gate leakage are used that take into account
the variability in various device parameters,

3. The leakage minimization problem is formulated as a
multivariable convex optimization problem and an
optimal solution is obtained.

Section II formally describes the problem of statistical
leakage minimization. Section III describes the models used
for the gate delay and gate leakage. The transformation of
the optimization problem into a convex optimization prob-
lem is described Section IV. The Experimental results and
conclusions are outlined in Section V and VI respectively.

II. PROBLEM FORMULATION

Let a circuit be represented using a Directed Acyclic
Graph (DAG) G = (N,E), where N = {1,2,..,n} is the
set of nodes and E = {(4,j) : i,j € N} is the set of edges.
The nodes correspond to the gates in the original circuit.
An edge e;; = (i, j) represents that gate ¢ fanouts to gate j.

Let the parameter space for each gate ¢ be defined as
G; = (ul,ub, ..,ul), where 7 denotes the number of parame-
ters. In the presence of process variations, each of these pa-
rameters is a random variable. Hence, if €2 denotes the space
of manufacturing outcomes, 4; :  — R" is a function that
maps every outcome w € €2 to a point in an r-dimensional
Euclidean space. Hence, the parameters for the manufactur-
ing outcome w are given by ;(w) = (u} (W), v (W), .., ul (w)).
The random parameters considered in this work include
the gate length (L. ;) and threshold voltage (V). Al-
though all the gates in the circuit are assigned the same
Vi, the dependence of Vi, on L. ; as well as the random
variations cause the threshold voltage of each gate to be dif-
ferent. As channel length L. becomes shorter, V;;, exhibits a
greater dependence on L. and drain bias (DIBL). Larger Vyq
and smaller L. usually lead to sharp degradation in Vjy, (i.e.,
Vin, roll-off). The Vi of a gate can then be represented as

Vini = Vino + 0.05 — Vgge™oLes. W

where Vj, is the long channel V;;, and ¢ is the DIBL co-
efficient. For simplicity, Vipo and L. ; are modeled as in-
dependent normal random variables. Also, w; and Vy, are
modeled as a deterministic quantities. Henceforth, the ex-
plicit dependency of % on the argument w will not be shown.

The circuit leakage and delay under this variational model
are also random variables. Let Ig denote the sub-threshold
leakage of the circuit and D), denote the delay of path p € P,

where P represents the set of paths in the circuit. The
stochastic leakage minimization problem can now be formu-
lated as follows

Ll’lelg Is(’al,ﬂg,..7’an,w) (2)

sub. to P(Dp(d1,..,Un,w) < Treq) >a VpeP. (3)

where P(X < z) denotes the probability that the random
variable X is less than or equal to x. « can be considered to
be a confidence level. As the number of manufacturing out-
comes w can be infinite, it does not make sense to solve the
optimization problem for every w. Hence, a more relevant
objective would be some statistic (such as mean or variance)
of the leakage current. Figure 1 shows the PDF of the leak-
age as a result of minimizing only the mean or the variance
of the leakage. It can be seen that minimizing only the ex-
pected value of the leakage results in an increased number
of chips having lower frequency (curve B). Whereas, mini-
mizing just the variance without optimizing the mean leaves
a scope of reduction in the leakage of the manufactured cir-
cuits (curve C). Hence the goal of maximizing the leakage
yield can be achieved by minimizing a convex combination
of the square of the mean and the variance of leakage. Thus,
the new objective becomes A p2(Is) + (1 — \) 02(Ig), where
p and o2 are the mean and variance of leakage. A € [0,1]
controls the relative weight of the mean and the variance of

the leakage in the objective.
A
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Fig. 1. Leakage Reduction
III. LEAKAGE AND DELAY MODELS

A. Statistical Leakage Model

Let Ig represent the sub-threshold leakage of a circuit. As
explained above, the Ig in the presence of the variations is
random variable. In this work the sub-threshold leakage of
a circuit is modeled using the model shown in (4) [25].

. —Vin.i
JS:ZIO;:;( ) ks (4)
1EN €

where ‘/th,i = Vino +0.05 — Vdd(51 — 62Le7i) with §; — 62[1671'
being approximation of e=%Lei  §;,65 > 0. I, is th nomi-
nal sub-threshold leakage and k& and S are positive fitting
parameters. The summation in (4) is over all the nodes in
the circuit. The above model captures the dependence of
the sub-threshold leakage on the all the decision variables.
Also, the dependence of V;;, on L. and V4 has been taken
into account. This model was fitted to the data from SPICE
to obtain the parameters. From (4), we see that the sub-
threshold leakage is inversely proportional to the gate length
L.;. Since L.; has been assumed to be a normally dis-
tributed random variable, the expectation of Lgf does not
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Fig. 2. Leakage Approximation

exist. Hence, we approximate the function L;f by writing
it as e~*loeLei and approximating log L. ; by a quadratic
function of L. ;. Thus, the sub-threshold leakage is
) —(VinotarLe,i+agl? )
IS:ZI"Lu;z el ; )’
lEN €,0

where a1 and as are some constants. The accuracy of the
above approximation is shown in figure 2 which shows the
variation of sub-threshold leakage with L. ;. The parameters
Vino and L. ; are modeled as Vix, = Vp, + Ve where, Vrp, is
the designer specified value of the threshold voltage and V¢ is
a zero mean normal random variable N (0,02 (Vr,)). Notice,
that the variation in the threshold voltage is dependent on
the specified value of Vir,. The variations in V;j, are modeled
using the Pelgrom’s model [18] as

k>1 (5

k

L jw;

o*(Vini) = (6)

Similarly, the gate length is also modeled as L¢; = Lo ;+Le i
where L¢ ; is a zero mean normal random variable N(0,0%).
The variations in the gate length are assumed to be inde-
pendent of the specified value of the gate length. Hence, the
sub-threshold leakage of the circuit can be written as

, (*(V§+<a11+ﬂr12Vdd)Lg,i+'12L§,i))
IS = E Io,i,e N ) k >1 (7)
teN
where
. —(Vpot+(ar1+a1aVaq) Lo, i+azl? ;)
w » 0,i
r i
Io,i - ]OLTG( 3 )7 k>1 (8)
e,o

Now, I ; is a deterministic function of the assigned parame-
ters. Also, as the underlying circuit parameters V¢ and L¢ ;
are assumed to be statistically independent, the mean of the
leakage can be computed as shown in (9).

- —((ag1+a )Lg ;+aaL? )
E[IS]ZZIL,iE[e(%)]E{e( | IS
ieN

The expectation of the two functions dependent on the V¢
and L¢ ; can be obtained by computing the expectation of a
random variable U that is an exponential function of a zero
mean normal random variable W ~ N(0,0%,). Thus the
two functions in (9) have a general form U = exp(—(W +
aW?)/b). TableI gives the values of a and b for the functions
having an exponential dependence on V¢ and L¢ ; in (9).

Since the leakage has an exponential dependency on a lin-
ear function of Vg, for the V; dependent term, ¢ = 0 in
the general form above. The mean of U can be computed
using (10).
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TABLE 1
VALUES OF @ AND b FOR THE FUNCTIONS DEPENDENT ON Vg AND Lg ;
‘ Parameter | | b ’
Ve 0 S
I as S
&t
(a11 4+ a12Viga) | (a11 + a12Vaa)

2a , 3 ol

The second moment of U can also be computed from (10)
by replacing b by b/2. Similarly, the second moment of the

leakage can be computed by computing the expecfatign of
—(@Vet(ar1+a1aVya)(Lg i+Leg j)tao(Lg ;+Lg )

I = Z I(’),iltl),je( s )7

i,jEN

(11)
The procedure for computing the expectation of the above
function E[I2] is analogous to the steps followed in com-
puting the mean of the leakage. Using the second mo-
ment of the leakage, the variance can be computed using
0?(Is) = E[I%] — (E[Is])?>. The objective function of the
leakage minimization problem can now be obtained using
the mean and the variance of the leakage.

B. Statistical Delay Model

In the presence of process variations, the gate delays are
random variables. For this work, we use the physical delay
model proposed in [7]. Assuming that the transistors operate
in the saturation mode, the proposed model can be simplified
into the form shown in (12).

B1 > L. iVaa (Vaa — Vani)
FEld;] = a|— + : 14+ : 12
i (wz & (Vaa — Vani)? YLe, (12)

The parameters for these models are obtained by perform-
ing SPICE simulation and by fitting these models to SPICE
data. The accuracy of the mean of the delay is shown in Fig-
ure 3. The average error compared to the data from SPICE
simulations is around 3-4% over £25% range of L. ; for dif-
ferent values of the supply voltage and threshold voltage.

* SPICE
—e— Model

Delay (ps)

40 45 50 55 60 65 70 75
Leff (nm)

Fig. 3. Mean delay as a function of gate length for a NAND gate

Although the general form of the mean delay is not a lin-
ear function of the device parameters, for the values of the
parameters in the saturation mode (V4 € [0.8,1.2]) the de-
lay can be safely assumed to have linear dependence of these
parameters [7] (Figure 3 supports the linear dependence on
L.). Thus, the delay can be modeled as a normal random
variable without having a significant impact on the accuracy.
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Under this assumption, the probabilistic constraint in (3) is
equivalent to

za(Dp) = E[Dy] + 2a0(Dy) < Treq (13)
If the gate delays are totally correlated, the above constraint

can be translated in terms of the mean and the standard
deviation of the gate delays as shown in (14).

2a(Dp) =D Eldi] + 20 Y 0(di) < Treq
i€Ep i€EP
where d; is the delay of a gate on path p € P. Thus the
problem reduces to obtaining the expressions for the variance
of the individual gate delays. For a particular gate, at a
higher value of V;;, and fixed V4, the sensitivity of the gate
delay to Vi is very high. Instead at a lower value of the
Vin, the gate delay is more sensitive to the Vyg compared
to Vin. Hence the variation in the delay is more for larger
values of the Vy, (higher delay), although the variations in
Vin, might be small at higher values of V;,. Thus, in this
work, the variance of the delay is computed using the model
shown in (15). o(dy)
v ¢
Bl ko (Elds]) (15)
where ¢ and k, are fitting parameters. The a-percentile of
the delay can now be computed as z,(d;) = E[d;] + 240(d;)
using the models described above.

(14)

IV. CONVEX OPTIMIZATION

A function f of variable x € R*" is a posynomial if it has

the form n
Fx) => 8 [
g i=1

Posynomials have a useful property that they can be trans-
formed into convex functions using the transformation x; =
e¥i. Also, an exponential function of posynomials can be
transformed into a convex function [6]. Since the objective
function, which is a combination of the mean and the vari-
ance of the leakage, is a sum of exponential functions of
posynomials, the objective function in the formulated opti-
mization problem is convex.

In its original form, the expected delay is not a posyno-
mial. However, it can be transformed into a posynomial by
introducing the following inequality in the set of constraints

(17)

(16)

I
Vaa — Ving — fi
and replacing Vg — Vin,i by ti_l in (12). The inequatily given
in (17) is equivalent to

7+ Vino + 02VaaLe,i < (1 + 61)Vag — 0.05. (18)
Since 47 > 0 and Vg > 0.8, the RHS of this inequality is
positive. Hence, it is a valid posynomial inequality. As a
result of this inequality being a valid posynomial inequatily,
the leakage minimization problem can be transformed into
a convex optimization problem. Convex optimization prob-
lems are popular because efficient algorithms exist to solve
them [26] as a locally optimal solution is also globally opti-
mal. In this work, the convex optimization problem is solved
using the optimization package LANCELOT [8]. The mod-
els used in the optimization correspond to the 90nm tech-
nological node. The range of the parameters, their nominal
values and variances (where applicable) are given in Table II.

I Cload

Fig. 4. Experimental circuit for the optimization problem
TABLE I1
CIRCUIT PARAMETERS FOR THE 90NM TECHNOLOGICAL NODE

’ | Lei (nm) | Vino(V) [ W (size) |

Mean 55.0 0.30 -

Std.Dev 5.5 0.01 -

Upper Bound 70.0 0.40 10

Lower Bound 55.0 0.15 1
TABLE III

IMPACT OF INCLUDING Vij AS A DECISION VARIABLE. RESULTS FOR
DELAY = 0.349 NS

Vin(V) | Area Leakage (fA/ns)
Mean | Var. (X10~7%)
A (Before) | 0.30 | 32 | 0.19 8.74
B (After) | 0.28 | 129 | 0.14 156
Diff (%) — [ 590 | 26 178

V. EXPERIMENTAL RESULTS
A. Simultaneous Vi, and Gate Sizing

In this section we discuss the savings that can be obtained
by combining threshold voltage selection and gate sizing over
simple gate sizing. For demonstration, we selected a chain
of 10 NAND gates (similar to that in Figure 4) and per-
formed gate sizing on the circuit with effective gate length
and the threshold voltage fixed to their nominal values as
shown in Table II. Also, Vg4 was fixed to 1. The chain of 10
NAND gates is now optimized by minimizing the combina-
tion of mean and variance of leakage by considering V;;, and
gate sizes as decision variables. Compared to earlier works
on gate sizing and threshold voltage assignment, this work
performs statistical optimization and models the problem as
a convex optimization and hence can guarantee the optimal-
ity of the solution while being efficient. V}j is treated as a
continuous variable for the circuit as body biasing can pro-
vide significantly high level of granularity to achieve a given
threshold voltage [24].

We start with a circuit optimized using only gate sizing
with the rest of the parameters assigned to their nominal
values given in Table II. We investigate the effect of chang-
ing the values of various parameters on different circuit at-
tributes such as area and leakage with the delay constraint
being fixed. It should be noted that if the delay constraint
Theq is the minimum feasible delay Tyeqmin at the nomi-
nal values of threshold voltage Vij nom and supply voltage
Vid,nom, then the optimal threshold voltage V;j, in the circuit
optimized with both Vi, and w will be lower than Viy nom
because decreasing the V;;, decreases the delay.

Table IIT summarizes the value of the parameters and the
circuit attributes before and after the optimization. The
value of z, is taken to be 3, which corresponds to 99% tim-
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Fig. 5. Advantage of doing joint V;;, and Gate Sizing

ing yield. The initial circuit A is obtained by performing
only gate sizing with Vi, and Vg4 fixed to 0.3V and 1V re-
spectively. The second circuit B is optimized by treating
both the gate sizes and the threshold voltage as decision
variables with Vy, fixed to 1V. As can be seen from the ta-
ble, the circuit B has both lower area, lower mean leakage
and lower variance of the leakage for the same value of the
critical delay. By introducing V4, into the problem, we can
get savings of up to 59% in the area and savings of 26% in
the mean leakage. Thus we have significantly improved the
leakage parametric yield without sacrificing the timing yield.
Also, since the area of the circuit has reduced, it will lead to
higher defect limited yield. Thus varying V;, is an effective
method for optimizing leakage.

Figure 5 shows the trade-off of leakage and delay as a re-
sult of varying only sizes compared to simultaneous V;;, selec-
tion and gate sizing. GS corresponds to the design method-
ology using only gate sizes as decision variables. As can be
seen from the figure, point A corresponds to the minimum
possible delay that can be achieved using GS only. How-
ever, if the V4, is introduced as an additional variable (with
a lower bound = 0.25V) in the optimization, the feasible re-
gion is increased (because Vi, can be changed) and we get a
reduction in the objective function (point B). At point B, the
threshold voltage is lower than that at point A and the area
of the circuit corresponding to point B is lower than that of
the circuit corresponding to point A. Also, from point B to
point C, the threshold voltage proves to be the most effective
method of reducing the circuit delay. For every optimal cir-
cuit between point B and point C, only the V;;, is different,
the area of all the circuits corresponding to points between
B and C is the same.

At point C, the V3, reaches its lower bound of 0.25V. Since
the threshold voltage cannot decrease any further, to achieve
the critical delay, gate sizes have to be increased and thus the
optimal circuits between C and D have only different area
and their V}y, is fixed to the minimum value. However, if the
Vin were allowed to decrease further than 0.25V, we would
have obtained optimal circuits having lower mean leakage as
shown by the curve between the points C and E.

B. Simultaneous Vg, L. and Gate Sizing

This section discusses the effect of introducing effective
gate length and L. as decision variables in the optimization
along with V4, and gate sizes. Since the leakage has an expo-
nential dependence on L., it is an effective factor for leakage
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TABLE IV
CIRCUIT PARAMETERS FOR OPTIMIZED CIRCUIT WITH DIFFERENT
METHODS FOR 99-PERCENTILE CIRCUIT DELAY OF 349 PS

Vin(V) | Le (nm) | Area Leak. (fA/ns)

Mean | Var. (X10~?%)
GS 3.0 54.8 32.0 | 0.19 8.74
GSV 2.8 54.8 12.9 0.14 4.56
GSVL 1.71 70.0 13.2 0.12 1.49

—&—GSV
—o—GSVL

Vth decreases,
Area constant

~20% Mean Leakage Savings

Mean Leakage (fA/ns)

Leff = upper bound,
Vth decreases,
Area constant

=

280 290 300 310 320 330 340 350 360
Delay (o percentile) (ps)

0.4 Leff decreases,
Area increases

Fig. 6. Leakage-Delay tradeoffs for GSV and GSVL

reduction. We now show that L. biasing provides significant
leakage savings compared to the leakage savings obtained by
simultaneous V;;, and gate sizing. Table IV shows the pa-
rameters for the optimal circuit obtained by only gate sizing
(GS), gate sizing and V;, assignment (GSV') and gate siz-
ing, Vi, and L. biasing (GSV L) with a 99-percentile delay
of 349ps and Vg4 fixed to 1V. Changing the L. from a fixed
value to a variable causes the L. to be assigned to its max-
imum value if the delay constraint is not very tight. The
increase in L, is shown in the third row and third column of
the table. At this value of T4, all the gates in the circuit
have same L.. Since, increasing the L. increases the de-
lay, the increase in the delay is compensated by decreasing
the value of V};, as shown in the second column of GSVL.
Thus the area of the circuit does not need to be increased.
Hence, the overall effect is that the mean of the leakage re-
duces by around 15% with the area increasing by only 2%.
Another important thing to be noticed is that the variance
of the leakage decreases considerably. This is partly due to
the fact that the variance of the threshold voltage reduces
with increase in L. as a result of Pelgrom’s model. Thus
the leakage parametric yield improves significantly without
having a negative impact on the timing yield or the area of
the circuit.

Figure 6 shows the leakage-delay trade-off for the two
methods GSV and GSVL. In GSV, when the delay is re-
duced, the Vy;, has to be reduced to meet the timing con-
straint and thus the leakage increases. Instead, in GSVL,
when the delay constraint is loose, the assignment of max-
imum value of L. to all the gates in the circuit provides a
leakage optimal design. Since increasing L. increases the
delay as well, V;; has to be reduced to satisfy the delay con-
straint. Hence, V;, for GSVL is lower than the V;;, obtained
after performing GSV for the same delay constraint. Thus,
as shown in Figure 6, from point A to point B, the increase
in L, is compensated by the reduction in V;; and the area
remains constant. At point B, the optimal design has the
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TA

BLE V

AREA-LEAKAGE TRADE-OFF AS A RESULT OF INCLUDING L. IN THE OPTIMIZATION

Delay (ps) Area Leakage (10~1) (fA/ns) [| Std. Dev. Leakage (10~1) (fA/ns)
GSV [GSVL [ GSV |  GSVL GSV | GSVL
289 13.54 | 24.83 13.2 10.3 18.73 12.00
299 13.42 | 24.89 8.67 6.95 12.25 7.64
309 13.42 | 23.94 5.81 4.98 8.21 5.25
319 13.21 | 18.32 3.98 3.41 5.63 3.53
329 13.12 | 14.78 2.78 2.41 3.93 2.45

minimum value of the V;;, = 0.15V. Hence, beyond point
B Vi cannot be decreased. Thus the decrease in circuit
delay is achieved by reduction in L. as well as increase in
the gate sizes. The leakage savings in the mean leakage by
including L. in the optimization is around 20% more than
that obtained using just GSV and around 37% compared
to GS. The savings only increase as the delay constraint is
tightened.

Table V compares the area, mean and the standard devia-
tion of the leakage of the optimized circuit obtained by using
GSV and GSVL for different values of the required time. We
see from column 3 that the leakage reduction is obtained by
using GSVL but at the cost of the increased area. From
columns 5 and 7, we see that the mean of the leakage and
the standard deviation of the leakage of the optimal circuit
obtained using GSVL is much lower than that of a circuit
obtained using only GSV.

VI. CONCLUSIONS

In this paper, we presented a novel methodology for si-
multaneously varying the threshold voltage, gate sizes and
the gate length of a circuit to achieve a minimum leakage
circuit. We included the effect of various process variations
on different circuit parameters. A function of both mean and
variance of the leakage was minimized with constraints on
the a-percentile of the circuit delay. Also, to the best of our
knowledge, this is the first work to include L. as a method to
reduce leakage variability. We showed that simultaneously
using V;,, gate sizes and L. provide significant improvement
in the leakage parametric yield. We also demonstrated that
we can obtain a considerably better circuit in terms of leak-
age and area by introducing L. and V;j, as decision variables

in the optimization problem in addition to the gate sizes.
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